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Abstract. NTRUEncrypt, proposed in 1996 by Ho�stein, Pipher and Silverman, is the fastest known
lattice-based encryption scheme. Its moderate key-sizes, excellent asymptotic performance and con-
jectured resistance to quantum computers could make it a desirable alternative to factorisation and
discrete-log based encryption schemes. However, since its introduction, doubts have regularly arisen on
its security and that of its more recent digital signature counterpart. In the present work, we show how
to modify NTRUEncrypt and NTRUSign to make them provably secure in the standard (resp. random
oracle) model, under the assumed quantum (resp. classical) hardness of standard worst-case lattice
problems, restricted to a family of lattices related to some cyclotomic �elds. Our main contribution
is to show that if the secret key polynomials of the encryption scheme are selected by rejection from
discrete Gaussians, then the public key, which is their ratio, is statistically indistinguishable from uni-
form over its domain. The security then follows from the already proven hardness of the Ideal-SIS and
R-LWE problems.
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1 Introduction

The NTRU encryption scheme devised by Ho�stein, Pipher and Silverman, was �rst presented at
the rump session of Crypto'96 [16]. Although its description relies on arithmetic over the polynomial
ring Zq[x]/(xn−1) for n prime and q a small integer, it was quickly observed that breaking it could be
expressed as a problem over Euclidean lattices [5]. At the ANTS'98 conference, the NTRU authors
gave an improved presentation including a thorough assessment of its practical security against
lattice attacks [17]. We refer to [13] for an up-to-date account on the past 15 years of security and
performance analyses. Nowadays, NTRUEncrypt is generally considered as a reasonable alternative
to the encryption schemes based on integer factorisation and discrete logarithm over �nite �elds
and elliptic curves, as testi�ed by its inclusion in the IEEE P1363 standard [21]. It is also often
considered as the most viable post-quantum public-key encryption (see, e.g., [44]). The authors of
NTRUEncrypt also proposed a signature scheme based on a similar design. The history of NTRUSign
started with NSS in 2001 [18]. Its development has been signi�cantly more hectic and controversial,
with a series of cryptanalyses and repairs (see [9, 11, 19, 51, 33, 36] and the survey [13]).

In parallel to the break-and-repair development of the practically e�cient NTRU schemes, the
(mainly) theoretical �eld of provably secure lattice-based cryptography has steadily been devel-
oped. It originated in 1996 with Ajtai's acclaimed worst-case to average-case reduction [2], leading
to a collision-resistant hash function that is as hard to break as solving several natural worst-case

⋆ This is an extended version (Ver. 10, Oct. 2011) of a paper published at Eurocrypt 2011. It contains new results
on a provably secure variant of the NTRUSign signature scheme.



problems de�ned over Euclidean lattices. Ajtai's average-case problem is now referred to as the
Small Integer Solution problem (SIS). Another major breakthrough in this �eld was the introduc-
tion in 2005 of the Learning with Errors problem (LWE) by Regev [45, 46]: LWE is both hard on
the average (worst-case lattice problems quantumly reduce to it), and su�ciently �exible to allow
for the design of cryptographic functions. In the last few years, many cryptographic schemes have
been introduced that are provably as secure as LWE and SIS are hard (and thus provably secure,
assuming the worst-case hardness of lattice problems). These include CPA and CCA secure encryp-
tion schemes, identity-based encryption schemes, digital signatures, etc (see [46, 39, 10, 4, 1] among
others, and the surveys [31, 47]).

The main drawback of cryptography based on LWE and SIS is its limited e�ciency. A key
typically contains a random matrix de�ned over Zq for a small q, whose dimension is linear in
the security parameter; consequently, the space and time requirements seem bound to be at least
quadratic with respect to the security parameter. In 2002, Micciancio [28] succeeded in restricting
SIS to structured matrices while preserving a worst-case to average-case reduction. The worst-case
problem is a restriction of a standard lattice problem to the speci�c family of cyclic lattices. The
structuredness of Micciancio's matrices allows for an interpretation in terms of arithmetic in the
ring Zq[x]/(xn − 1), where n is the dimension of the worst-case lattices and q is a small prime.
Micciancio's construction leads to a family of pre-image resistant hash functions, with complexity
quasi-linear in n: The e�ciency gain stems from the use of the discrete Fourier transform. Peikert,
Rosen, Lyubashevsky and Micciancio [43, 24] later suggested to change the ring to Zq[x]/Φ with a Φ
that is irreducible over the rationals, sparse, and with small coe�cients (e.g., Φ = xn + 1 for n a
power of 2). The resulting hash function was proven collision-resistant under the assumed hardness of
the modi�ed average-case problem, called the Ideal Short Integer Solution problem (Ideal-SIS). The
latter was itself proven at least as hard as the restrictions of standard worst-case lattice problems to
a speci�c class of lattices (called ideal lattices). In 2009, Lyubashevsky [23] introduced an e�cient
digital signature provably as secure as Ideal-SIS (in the random oracle model). Also in 2009, Stehlé,
Steinfeld, Tanaka and Xagawa [50] introduced a structured (albeit somewhat restricted) variant of
LWE, which they proved as hard as Ideal-SIS (under a quantum reduction), and allowed for the
design of an asymptotically e�cient CPA-secure encryption scheme. The restrictions have recently
been waived by Lyubashevsky, Peikert and Regev [27], who introduced a ring variant of LWE,
called R-LWE, which allows for more natural cryptographic constructions.

Our Results. The e�ciency of cryptography based on Ideal-SIS and R-LWE has been steadily
converging towards that of the NTRU primitives. However, the most recent constructions remain
computationally more expensive. As an illustration, Lyubashevsky's signature requires the trans-
mission of at least 3 ring elements, and the ElGamal-type encryption scheme derived from [27]
(see [41]) requires the transmission of at least 2 ring elements. On the other hand, both NTRUSign

and NTRUEncrypt transmit a single ring element. We close this gap: We prove that (mild) modi�ca-
tions of NTRUEncrypt and NTRUSign are (CPA-)secure in the standard (resp. random oracle) model,
under the assumed quantum (resp. classical) hardness of standard worst-case problems over ideal
lattices (for Φ = xn + 1 with n a power of 2). The NTRUEncrypt modi�cations are summarized at
the end of the introduction. The most substantial additional modi�cation for NTRUSign is the use of
the fast discrete Gaussian sampler from [40] (which is faster than the one from [10]) in the signing
process, which ensures that no secret information is leaked while signing (thus preventing the learn-
ing attack from [36]). Our construction also provides a collision-resistant hash very similar to those
of [43, 24], which we call NTRUHash. We stress that our main goal in this paper is to provide a �rm
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theoretical grounding for the security of the NTRU schemes, in the asymptotic sense. We leave to
future work the consideration of practical issues, in particular the selection of concrete parameters
for given security levels. As for other lattice-based schemes, the latter requires evaluation of security
against practical lattice reduction attacks, which is out of the scope of the current work.

Our main technical contribution is the modi�cation and analysis of the key generation algo-
rithms.

In NTRUEncrypt, the secret key consists of two sparse polynomials of degrees < n and coe�cients
in {−1, 0, 1}. The public key is their quotient in Zq[x]/(xn − 1) (the denominator is resampled if
it is not invertible). A simple information-theoretic argument shows that the public key cannot
be uniformly distributed in the whole ring. It would be desirable to guarantee the latter property,
in order to exploit the established hardness of Ideal-SIS and R-LWE (we actually show a weaker
distribution property, which still su�ces for linking the security to Ideal-SIS and R-LWE). For this
purpose, we sample the secret key polynomials according to a discrete Gaussian with standard de-
viation ≈ q1/2. An essential ingredient, which could be of independent interest, is a new regularity
result (also known as left-over hash lemma) for the ring Rq := Zq[x]/(xn + 1) when the polyno-
mial xn + 1 with n a power of 2 has n factors modulo prime q: given a1, . . . , am uniform in Rq,
we would like

∑
i≤m siai to be within exponentially small statistical distance to uniformity, with

small random si's and small m. Micciancio's regularity bound [28, Se. 4.1] (see also [50, Le. 6]) does
not su�ce for our purposes: For m = O(1), it bounds the distance to uniformity by a constant.
To achieve the desired closeness to uniformity, we choose the ai's uniform among the invertible
elements of Rq and we sample the si's according to discrete Gaussians with small standard devia-
tions (≈ q1/m). A similar regularity bound could be obtained with an FFT-based technique recently
developed by Lyubashevsky, Peikert and Regev [26]. An additional di�culty in the public-key `uni-
formity' proof, which we handle via an inclusion-exclusion argument, is that we need the si's to be
invertible in Rq (the denominator of the public key is one such si): we thus sample according to a
discrete Gaussian, and reject the sample if it is not invertible.

For NTRUSign, the technique described in [15, Se. 4] and in [14, Se. 5] to extend an NTRUEncrypt

secret key into an NTRUSign secret key is only heuristic. For instance, it samples an encryption secret
key and rejects the sample until some desirable properties are satis�ed (e.g., the co-primality of the
two secret key polynomials over the rationals), but the security impact of this procedure is not
carefully analyzed. We show that in our modi�ed context, the rejection probability can be proven
to be su�ciently away from 1, by relating it to the Dedekind zeta function of the cyclotomic �elds
under scope, and even with this additional rejection, the security of the signature scheme follows
from the hardness of Ideal-SIS.

Finally, the cryptographic schemes are obtained from (structured variants of) the Gentry et
al [10] signature and dual encryption schemes, via an inversion-based dimension reduction of the
Ideal-SIS/R-LWE instances. We explain it in the case of Ideal-SIS: Given (ai)i≤m uniformly and
independently chosen in Rq, �nd an s ∈ Rm\{0} with R := Z[x]/(xn+1) such that

∑
siai = 0 mod

q. If q is su�ciently large, the event �am invertible in Rq� occurs with non-negligible probability, so
the average case hardness of the problem is essentially unchanged if we divide all ai's by am. We
can then remove am = 1 from the input, by making it implicit. This improvement is most dramatic
for Ideal-SISwhen m = 2.

3



Brief comparison between NTRUEncrypt and its provably secure variant

Let RNTRU be the ring Z[x]/(xn−1) with n prime. Let q be a medium-size integer, typically a power
of 2 of the same order of magnitude as n. Finally, let p ∈ RNTRU with small coe�cients, co-prime
with q and such that the plaintext space RNTRU/p is large. E.g, if q is chosen as above, one may
take p = 3 or p = x+ 2.

The NTRUEncrypt secret key is a pair of polynomials (f, g) ∈ R2
NTRU

that are sampled randomly
with large prescribed proportions of zeros, and with their other coe�cients belonging to {−1, 1}. For
improved decryption e�ciency, one may choose f such that f = 1 mod p. With high probability,
the polynomial f is invertible modulo q and modulo p, and if that is the case the public-key
is h = pg/f mod q (otherwise, the key generation process is restarted). To encrypt a message M ∈
RNTRU/p, one samples a random element s ∈ RNTRU of small Euclidean norm and computes the
ciphertext C = hs + M mod q. The following procedure allows the owner of the secret key to
decrypt:

• Compute fC and reduce the result modulo q. If the ciphertext was properly generated, this
gives pgs + fM mod q. Since the �ve involved ring elements have small coe�cients, it can
be expected that after reduction modulo q the obtained representative is exactly pgs + fM
(in RNTRU).

• Reduce the result of the previous step modulo p. This should provide fM mod p.
• Multiply the result of the previous step by the inverse of f modulo p (this step becomes vacuous
if f = 1 mod p).

Note that the encryption process is probabilistic, and that decryption errors can occur for some
sets of parameters. However, it is possible to arbitrarily decrease the decryption error probability,
and even to prevent them from occurring, by setting the parameters carefully.

In order to achieve CPA-security under the assumption that standard lattice problems are (quan-
tumly) hard to solve in the worst-case for the family of ideal lattices, we make a few modi�cations
to the original NTRU scheme (which preserve its quasi-linear computation and space complexity):

1. We replace RNTRU by R = Z[x]/(xn + 1) with n a power of 2. We will exploit the irreducibility
of xn + 1 and the fact that R is the ring of integers of a cyclotomic number �eld.

2. We choose q ≤ Poly(n) as a prime integer such that f = xn+1 splits into n distinct linear factors
modulo q. This allows us to use the search to decision reduction for R-LWE with ring Rq := R/q
(see [27]). This also allows us to take p = 2.

3. We sample f and g from discrete Gaussians over the set of elements of R, rejecting the samples
that are not invertible modulo q. We show that f/g mod q is essentially uniformly distributed
over the set of invertible elements of Rq. We may also choose f = pf ′ + 1 with f ′ sampled from
a discrete Gaussian, to simplify decryption.

4. We add a small error term e in the encryption: C = hs+ pe+M mod q, with s and e sampled
from the R-LWE error distribution. This allows us to derive CPA security from the hardness of
a variant of R-LWE (which is similar to the variant of LWE from [3, Se. 3.1]).

Road-map. In Section 2, we provide the necessary background material. In Section 3, we prove
properties satis�ed by some generalized families of random lattices, which eventually lead to the
improved regularity bounds for the ring Rq mentioned above. Section 4 is devoted to the key
generation algorithms of the modi�ed NTRUEncrypt and NTRUSign schemes. We give the modi�ed
NTRU constructions in Section 5. Finally, Section 6 concludes with some open problems.
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Notation. If q is a non-zero integer, we denote by Zq the ring of integers modulo q, i.e., the
set {0, . . . , q − 1} with the addition and multiplication modulo q. Vectors will be denoted in bold.
If x ∈ Rn, then ∥x∥ denotes the Euclidean norm of x. If z ∈ C, its real and imaginary parts will be
denoted by ℜ(z) and ℑ(z) respectively. If q is a prime number, we denote by Zq the �eld of integers

modulo q. We make use of the Landau notations O(·), Õ(·), o(·), ω(·), Ω(·), Ω̃(·), Θ(·). We denote
by ρσ(x) (resp. νσ) the standard n-dimensional Gaussian function (resp. distribution) with center 0
and variance σ, i.e., ρσ(x) = exp(−π∥x∥2/σ2) (resp. νσ(x) = ρσ(x)/σ

n). We denote by Exp(µ) the
exponential distribution on R with mean µ; its corresponding density is f(x) = 1

µ exp(−
x
µ). If E is

a �nite set, we denote the uniform distribution over E by U(E). If a function f over a countable
domain E takes non-negative real values, its sum over an arbitrary F ⊆ E will be denoted by f(F ).
We say that a sequence of events En holds with overwhelming probability if Pr[¬En] ≤ f(n) for a
negligible function f . If D1 and D2 are two probability distributions over a discrete domain E, their
statistical distance is ∆(D1;D2) = 1

2

∑
x∈E |D1(x)−D2(x)|. We write z ←↩ D when the random

variable z is sampled from the distribution D.

2 Some Background Results on the Geometry of Numbers and in Algebraic

Number Theory

We refer to [29] for an introduction on the computational aspects of lattices, and to [31] and [47]
for detailed surveys on lattice-based cryptography.

2.1 Euclidean lattices

A (full-rank) lattice is a set of the form L =
∑

i≤n Zbi, where the bi's are linearly independent
vectors in Rn. The integer n is called the lattice dimension, and the bi's are called a basis of L.
The minimum λ1(L) (resp. λ

∞
1 (L)) is the Euclidean (resp. in�nity) norm of any shortest non-zero

vector of L. If B = (bi)i is a basis matrix of L, the fundamental parallelepiped of B is the set
P(B) = {

∑
i≤n cibi : ci ∈ [0, 1)}. The volume | detB| of P(B) is an invariant of the lattice L which

we denote by detL. Minkowski's theorem states that λ1(L) ≤
√
n(detL)1/n. More generally, we

de�ne the k-th successive minimum λk(L) for k ≤ n as the smallest r such that L contains at least k
linearly independent vectors of norm ≤ r. The dual of L is de�ned as L̂ = {c ∈ Rn : ∀i, ⟨c, bi⟩ ∈ Z},
which is also a lattice: Indeed, if B = (bi)i is a basis matrix of L, then B−T is a basis matrix for L̂.

This implies that
̂̂
L = L.

For a lattice L ⊆ Rn, a real σ > 0 and a point c ∈ Rn, we de�ne the lattice Gaussian distribution

of support L, deviation σ and center c by DL,σ,c(b) =
ρσ,c(b)
ρσ,c(L)

, for any b ∈ L. We will omit the

subscript c when it is 0. We extend the de�nition of DL,σ,c to any subset M of L (not necessarily a

sublattice), by setting DM,σ,c(b) =
ρσ,c(b)
ρσ,c(M) . For δ > 0, we de�ne the smoothing parameter ηδ(L) as

the smallest σ > 0 such that ρ1/σ(L̂ \ 0) ≤ δ. We will typically consider δ = 2−n. We will use the
following results.

Lemma 2.1 ([30, Le. 3.3]). For any full-rank lattice L ⊆ Rn and δ ∈ (0, 1), we have ηδ(L) ≤√
ln(2n(1 + 1/δ))/π · λn(L).

Lemma 2.2 ([38, Le. 3.5]). For any full-rank lattice L ⊆ Rn and δ ∈ (0, 1), we have ηδ(L) ≤√
ln(2n(1 + 1/δ))/π/λ∞1 (L̂).
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Lemma 2.3 ([30, Proof of Le. 4.4]). For any full-rank lattice L ⊆ Rn, c ∈ Rn, δ ∈ (0, 1) and σ ≥
ηδ(L), we have ρσ,c(L) =

σn

det(L)(1 + ε), with |ε| ≤ δ. As a consequence, we have
ρσ,c(L)
ρσ(L)

∈
[
1−δ
1+δ , 1

]
.

Lemma 2.4 ([30, Le. 4.4]). For any full-rank lattice L ⊆ Rn, c ∈ Rn, δ ∈ (0, 1) and σ ≥ ηδ(L),
we have Prb←↩DL,σ,c

[∥b∥ ≥ σ
√
n] ≤ 1+δ

1−δ2
−n.

Lemma 2.5 ([10, Cor. 2.8]). Let L′ ⊆ L ⊆ Rn be two full-rank lattices. For any c ∈ Rn, δ ∈
(0, 1/2) and σ ≥ ηδ(L′), we have ∆(DL,σ,c mod L′;U(L/L′)) ≤ 2δ.

Lemma 2.6 ([42, Le. 2.11]). For any full-rank lattice L ⊆ Rn, c ∈ Rn, δ ∈ (0, 1), σ ≥ 2ηδ(L)
and b ∈ L, we have DL,σ,c(b) ≤ 1+δ

1−δ · 2
−n.

Lemma 2.7 ([10, Th. 4.1]). There exists a polynomial-time algorithm that takes as input any
basis (bi)i of any lattice L ⊆ Zn and σ = ω(

√
log n)max ∥bi∥ (resp. σ = Ω(

√
n)max ∥bi∥), and

returns samples from a distribution whose statistical distance to DL,σ is negligible (resp. exponentially
small) with respect to the lattice dimension n.

We will need the following result on one-dimensional projections of discrete Gaussians. Other
results on these projections are known (see [30, Le. 4.2] and [38, Th. 5.2]), but do not seem to su�ce
for our needs.

Lemma 2.8. For any full-rank lattice L ⊆ Rn, c ∈ Rn, δ ∈ (0, 1), t ≥
√
2π, unit vector u ∈ Rn

and σ ≥ t√
2π
· ηδ(L), we have:

Pr
b←↩DL,σ,c

[
|⟨b− c,u⟩| ≤ σ

t

]
≤ 1 + δ

1− δ

√
2πe

t
.

Similarly, if σ ≥ ηδ(L), we have:

Pr
b←↩DL,σ,c

[|⟨b− c,u⟩| ≥ tσ] ≤ 1 + δ

1− δ
t
√
2πe · e−πt2 .

Proof. Let U be an orthonormal matrix whose �rst row is u. We are interested in the random
variable X that corresponds to the �rst component of the vector b′− c′ with b′ ←↩ DL′,σ,c′ , c

′ = Uc
and L′ = UL. We have:

Pr
[
|X| ≤ σ

t

]
=

(ρσ,c′ · 1σ/t,c′)(L′)
ρσ,c′(L′)

,

where 1σ/t,c′(x) with x ∈ Rn is de�ned as 1 if |x1 − c′1| ≤ σ/t and 0 otherwise. We �rst estimate
the denominator. We have ηδ(L

′) = ηδ(L) and det(L′) = det(L). Therefore, thanks to Lemma 2.3,
we have ρσ,c′(L

′) = σn

det(L)(1 + ε) with |ε| ≤ δ.
We now provide an upper bound for the numerator. For any x ∈ Rn, we have 1σ/t,c′(x) ≤

eK · exp
(
−K |x1−c

′
1|2

σ2/t2

)
, where K = 1

2 −
π
t2
≥ 0. As a consequence:

(ρσ,c′ · 1σ/t,c′)(L′) ≤ eK · ρσ,Dc′(DL
′),

where D is the diagonal matrix whose �rst coe�cient is
√

1 +Kt2/π and whose other diago-
nal coe�cients are 1. It can be checked that ηδ(DL

′) ≤
√

1 +Kt2/π · ηδ(L′) and det(DL′) =√
1 +Kt2/π · det(L′). Using Lemma 2.3 once more provides the result.
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The proof of the second statement is similar. We are interested in:

Pr [|X| ≥ σt] =
(ρσ,c′ · 1̄σt,c′)(L′)

ρσ,c′(L′)
,

where X, L′ and c′ are de�ned as above, and 1̄σt,c′(x) with x ∈ Rn is de�ned as 1 if |x1 − c′1| > σt
and 0 otherwise. The denominator is handled as above. For the numerator, note that for any x ≥ σt,
we have exp(−π x2

σ2 ) ≤
√
e · exp(−πt2) · exp(− x2

2σ2t2
). This gives:

(ρσ,c′ · 1σt,c′)(L′) ≤
√
e · exp(−πt2)ρσ,Dc′(DL

′),

where D is the diagonal matrix whose �rst coe�cient is 1
t
√
2π

and whose other diagonal coe�cients

are 1. It can be checked that ηδ(DL
′) ≤ ηδ(L

′) and det(DL′) = 1
t
√
2π
· det(L′). Using Lemma 2.3

once more provides the result. ⊓⊔

2.2 Algebraic Number Theory and Lattices

Ideal lattices. Let Φ ∈ Z[x] a monic degree n irreducible polynomial. LetR denote the polynomial
ring Z[x]/Φ. Let I be an (integral) ideal of R, i.e., a subset of R that is closed under addition,
and multiplication by arbitrary elements of R. By mapping polynomials to the vectors of their
coe�cients, we see that a non-zero ideal I corresponds to a full-rank sublattice of Zn: we can thus
view I as both a lattice and an ideal. An ideal lattice for Φ is a sublattice of Zn that corresponds
to a non-zero ideal I ⊆ Z[x]/Φ. The algebraic norm of a non-zero ideal I is the cardinality of the
additive group R/I, and is equal to det I, where I is regarded as an ideal lattice. In the following, an
ideal lattice will implicitly refer to a Φ-ideal lattice. For v ∈ R we denote by ∥v∥ its Euclidean norm

(as a vector). We de�ne the multiplicative expansion factor γ×(R) by γ×(R) = maxu,v∈R
∥u×v∥
∥u∥·∥v∥ . A

typical choice is Φ = xn + 1 with n a power of 2, for which γ×(R) =
√
n (see [8, p. 174]).

In this work, we will restrict ourselves to Φ = xn + 1 for n a power of 2. In this setup, any
ideal I of R satis�es λn(I) = λ1(I). Since these Φ's respectively correspond to the 2n-th cyclotomic
polynomial, the ring R is exactly the maximal order (i.e., the ring of integers) of the corresponding
cyclotomic number �eld Q[ζ] ∼= Q[x]/Φ =: K, where ζ ∈ C is a primitive 2n-th root of unity. We
denote by (σi)i≤n the canonical complex embeddings: We can choose σi : P 7→ P (ζ2i+1) for i ≤
n. For any α in Q[ζ], we de�ne its T2-norm by T2(α)

2 =
∑

i≤n |σi(α)|2 and its algebraic norm

by N (α) =
∏
i≤n |σi(α)|. The arithmetic-geometric inequality gives N (α)2/n ≤ 1

nT2(α)
2. Also, for

the particular cyclotomic �elds we are considering, the polynomial norm (the norm of the coe�cient
vector of α when expressed as an element of K) satis�es ∥α∥ = 1√

n
T2(α). We also use the fact for

any element α ∈ R, we have |N (α)| = det ⟨α⟩, where ⟨α⟩ is the ideal of R generated by α. For
simplicity, we will try to use the polynomial terminology wherever possible.

The following result is a consequence of Lemma 2.8.

Lemma 2.9. For any non-zero ideal lattice I ⊆ R, c ∈ K, δ ∈ (0, 1), t ≥
√
2π, u ∈ K and σ ≥

ηδ(I), we have

Pr
b←↩DI,σ,c

[
∥(b− c)× u∥ ≥ tσ∥u∥

√
n
]
≤ 1 + δ

1− δ
tn
√
2πe · e−πt2 .
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Proof. A coe�cient of (b− c)×u ∈ R can be seen as a scalar product between the coe�cient vector
of b− c and a permutation of the coe�cient vector of u. Therefore, by Lemma 2.8, the magnitude of
each coe�cient of (b− c)×u is ≥ tσ with probability ≤ 1+δ

1−δ t
√
2πe · e−πt2 . The union bound implies

that all the coe�cients magnitudes are ≤ tσ with probability ≥ 1 − 1+δ
1−δnt

√
2πe · e−πt2 . If that is

the case, then ∥(b− c)× u∥ ≤ tσ
√
t, which completes the proof. ⊓⊔

For the analysis of the key generation of the signature scheme (in Subsection 4.3), we need the
following result on the inverse (over K = Q[x]/(xn + 1)) of a discrete Gaussian sample. If b is
sampled from DI,σ for some ideal I ⊆ R, we expect ∥b∥ to be proportional to σ. Since b · b−1 = 1
over K, it is natural to expect ∥b−1∥ to be proportional to σ−1.

Lemma 2.10. Let n a power of 2, Φ = xn + 1 and R = Z[x]/Φ. For any ideal I ⊆ R, δ ∈ (0, 1),
t ≥
√
2π and σ ≥ t√

2π
· ηδ(I), we have:

Pr
b←↩DI,σ

[
∥b−1∥ ≥ t

σ
√
n/2

]
≤ 1 + δ

1− δ
n
√
2πe

t
.

Proof. Let (b(i))i≤n (resp. (b−(i))i≤n) be the complex embeddings of b (resp. b−1). We have b−(i) =
(b(i))−1, for all i. We �rst show that it is unlikely that b has a small embedding. Wlog we con-
sider b(1) =

∑
j bjζ

j (where the bj 's are the coe�cients of the polynomial b). We let Re2 =
∑

j ℜ(ζj)2

and Im2 =
∑

j ℑ(ζj)2. By applying Lemma 2.8 twice, we obtain:

max

(
Pr

[
|ℜb(1)| ≤ σRe

t

]
,Pr

[
|ℑb(1)| ≤ σIm

t

])
≤ 1 + δ

1− δ

√
2πe

t
.

We have Re2 + Im2 = n, which implies that max(Re, Im) ≥
√
n/2. Therefore:

Pr

[
|b(1)| ≤

σ
√
n/2

t

]
≤ 1 + δ

1− δ

√
2πe

t
.

Now, the union bound implies that Pr[∃i : |b(i)| ≤ σ
√
n/2

t ] ≤ 1+δ
1−δ

n
√
2πe
t . The latter event is

exactly the same as maxi |b−(i)| ≥ t

σ
√
n/2

. Finally, the identity ∥b−1∥ ≤ maxi |b−(i)| allows us to

complete the proof. ⊓⊔

Dedekind Zeta function.We review some facts about the Dedekind zeta function (see, e.g., [35,
Ch. VII]), which is used in the analysis of the modi�ed NTRUSign. The Möbius function for ring R
is a function from the ideals of R to {−1, 0, 1} and is de�ned as follows: Let I =

∏r
i=1(Ji)

ei denote
the unique prime ideal factorization of I in R, where Ji are distinct prime ideals in R and ei ∈ Z
for i ≤ r; Then µ(I) = 0 if there exists i with ei ≥ 2, µ(I) = (−1)r if ei = 1 for all i and µ(R) = 1.
The Dedekind zeta function of the ring R is a function ζK : R→ R de�ned as

ζK(s) =
∑
I⊆R
N (I)−s,

where the sum is over all ideals of R. The series ζK(s) converges for s > 1, and:

ζK(s)−1 =
∏

prime J⊆R
(1−N (J)−s) =

∑
I⊆R

µ(I) · N (I)−s,

where the product is over all prime ideals of R and the sum is over all ideals of R.
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Lemma 2.11. Let Kn = Q[x]/Φn, for n a power of 2. Then we have ζKn(2) = O(1), and for
ε ∈ (0, 1), we have ζKn(1 + ε) ≤ 2 exp(2 · (ε(1− ε))−1 · n1−ε).

Proof. Let R = Z[x]/Φ. For a (rational) prime p, we let πK(p) denote the number of prime ideals
contained in R having norm a power of p, i.e., dividing the principal ideal ⟨p⟩ ⊆ R. We recall that
by Dedekind's theorem, πK(p) is the number of distinct irreducible factors of Φ = xn + 1 over Zp,
so πK(p) ≤ min(n, p). Also, since K is a normal extension of Q with ∆K a power of 2, all the prime
ideals above p > 2 have identical norm pn/πK(p) (see, e.g., [34, Ch. 4]). Using this, we have, for s >
1:

ζK(s) =
∏

prime p

∏
prime J |⟨p⟩

(1−N (J)−s)−1

=
2s

2s − 1

∏
prime p>2

(1− p−sn/πK(p))−πK(p)

≤ 2s

2s − 1

∏
prime p, 2<p≤n

(1− p−sn/p)−p ·
∏

prime p>n

(1− p−s)−n.

We used the fact that for any �xed x ∈ (0, 1), the function t 7→ (1 − x−1/t)−t is non-decreasing
for t > 0.

We �rst deal with the case s = 2, where we have:

ζK(2) ≤
4

3

∏
prime p, 2<p≤n/2

(1− p−4)−p ·
∏

prime p, n/2<p≤n

(1− p−2)−p ·
∏

prime p>n

(1− p−2)−n

≤ 4

3
exp

 ∑
prime p, 2<p≤n

(p−3 + p−7) +
∑

prime p, n/2<p≤n

p−1 + n
∑

prime p>n

(p−2 + p−4)

 ,

where we used the inequality ln(1− x) ≥ −x− x2, for x ∈ [0, 1/3]. We now show that each one of
these sums is O(1). We have: ∑

prime p≤n
p−3 ≤

∫ n

1
x−3dx ≤ 1/2.

Similarly, we have
∑

p≤n p
−7 ≤ 1/6,

∑
p>n p

−2 ≤ n−1 and
∑

p>n p
−4 ≤ n−3/3. It remains to

bound
∑

n/2<p≤n p
−1. It is proved in [52, Th. 9, p. 16] that

∑
p≤x p

−1 = log log x+ c+O(1/ log x),
for some constant c. We thus obtain that:∑
prime p, n/2<p≤n

p−1 ≤ log
logn

log(n/2)
+O

(
1

log n

)
= log

(
1 +

log 2

log(n/2)

)
+O

(
1

log n

)
= O

(
1

log n

)
.

We now consider the case s = 1 + ε. We have:

ζK(1 + ε) ≤ 2
∏

prime p, 2<p≤n
(1− p−(1+ε)n/p)−p ·

∏
prime p>n

(1− p−(1+ε))−n

≤ 2 exp

 ∑
prime p, 2<p≤n

(p
−(1+ε)n

p
+1

+ p
−2(1+ε)n

p
+1

) + n ·
∑

prime p>n

(p−(1+ε) + p−2(1+ε))

 .
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where we again used the inequality ln(1 − x) ≥ −x − x2, for x ∈ [0, 1/3]. The �rst sum above is
bounded as:

2 ·
∑

prime 2<p≤n
p−ε ≤ 2

∫ n

2
x−εdx ≤ 2

n1−ε

1− ε
.

Similarly, the second sum above is bounded as 2n ·
∑

p>n p
−(1+ε) ≤ 2 · ε−1 · n1−ε. This gives the

claimed bound on ζK(1 + ε). ⊓⊔

In our study of the Dedekind zeta function (to be used for analyzing the key generation algorithm
of NTRU), we use the following bound.

Lemma 2.12. Let N ≥ 1 and ε ∈ (0, 1). The number H(N) of ideals I ⊆ Rn satisfying N (I) ≤ N
is bounded as H(N) ≤ 2 exp(2 · (ε(1− ε))−1 · n1−ε) ·N1+ε.

Proof. For k ≥ 1, let M(k) denote the number of ideals of Rn of norm exactly k. Observe that for
s > 1, we have ζK(s) =

∑
I⊆RN (I)−s =

∑
k≥1M(k) ·k−s ≥

∑
k≤N M(k) ·k−s. Using

∑
k≤N M(k) ·

k−s ≥
∑

k≤N M(k) ·N−s = H(N) ·N−s, we obtain that H(N) ≤ ζK(s) ·N s. Setting s = 1+ ε and
applying Lemma 2.11 completes the proof. ⊓⊔

The value ζQ(2) = π2/6 is famous because its inverse is the probability that two �random�
integers are co-prime. The next lemma considers the generalization of that fact to Kn.

Lemma 2.13. Assume that σ ≥ n1.5 ln5 n. Then, for n su�ciently large:

Pr
f,g←↩DR,σ

[⟨f, g⟩ ̸= R] ≤ 1− 1

2ζK(2)
+ 2−n+1.

Proof. By Lemma 2.4, we have:

Pr[⟨f, g⟩ ̸= R] ≤ Pr[⟨f, g⟩ ̸= R & ∥f∥, ∥g∥ ≤
√
nσ] + Pr[∥f∥ >

√
nσ or ∥g∥ >

√
nσ]

≤ Pr[⟨f, g⟩ ̸= R & ∥f∥, ∥g∥ ≤
√
nσ] + 2−n+1.

We bound Pr[⟨f, g⟩ ̸= R & ∥f∥, ∥g∥ ≤
√
nσ] by using an argument inspired by [49]. Since any

ideal I containing the principal ideal ⟨f⟩ has norm N (I) ≤ N (⟨f⟩), the condition ∥f∥ ≤
√
nσ

implies N (I) ≤ N (⟨f⟩) ≤ (
√
nσ)n. Therefore, we have Pr[⟨f, g⟩ ≠ R & ∥f∥, ∥g∥ ≤

√
nσ] ≤ 1 − p,

with

p := DZ2n,σ

(
Z2n \

∪
prime I ⊆ R
N (I) ≤ (

√
nσ)n

I × I
)

=
∑
I ⊆ R

N (I) ≤ (
√
nσ)n

µ(I) ·DZn,σ(I)
2,

where in the second equality, we used the inclusion-exclusion principle (and µ is the Möbius function

for ring R). Recall that ζK(2)
−1 =

∑
I⊆R µ(I) · N (I)−2. We now show that

∣∣∣p− 1
ζK(2)

∣∣∣ ≤ 1
2ζK(2) .

This implies p ≥ 1
2ζK(2) , as required. We have:∣∣∣∣p− 1

ζK(2)

∣∣∣∣ ≤ ∑
I ⊆ R

N (I) ≤ (
√
nσ)n

∣∣DZn,σ(I)
2 −N (I)−2

∣∣+ ∑
I ⊆ R

N (I) > (
√
nσ)n

N (I)−2.
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To bound the �rst sum, we recall that for any (even fractional) ideal I, we have λn(I) =

λ1(I) ≤
√
nN (I)

1
n , so for any δ ∈ (0, 1/2), the smoothing parameter ηδ(I) is smaller than Bδ ·

N (I)
1
n , where Bδ =

√
n ln(2n(1 + 1/δ))/π (by Lemma 2.1). It follows from Lemma 2.3 that∣∣DZn,σ(I)

2 −N (I)−2
∣∣ ≤ 16δ/N (I)2 ifN (I) ≤ (σ/Bδ)

n and I ⊆ R. Assume now that (σ/Bδ)
n <

N (I) ≤ (
√
nσ)n, and let k =

⌈
N (I)

1
n

σ/Bδ

⌉
. Since I ⊆ 1

k · I, we have DZn,σ(I) ≤ DZn,σ(
1
k · I). Also,

by the choice of k, we have ηδ(
1
k · I) = 1

kηδ(I) ≤ σ. Now, DZn,σ(
1
k · I) =

ρσ(
1
k
·I∩Zn)

ρσ(Zn) ≤ ρσ(
1
k
·I)

ρσ(Zn) ≤
(2Bδ
σ )n 1+δ

1−δ , where in the last inequality we applied Lemma 2.3 twice, assuming σ ≥ ηδ(Zn), and
using det( 1k · I) = 1

kn · N (I) ≥ ( σ
2Bδ

)n. Therefore, DZn,σ(I)
2 ≤ (2Bδ

σ )2n (1+δ)2

(1−δ)2 . Finally, assuming

that σ ≥ 2Bδ and δ = 2−7, we obtain:∑
I ⊆ R

N (I) ≤ (
√
nσ)n

∣∣DZn,σ(I)
2 −N (I)−2

∣∣ ≤ ∑
I ⊆ R

N (I) ≤ (σ/Bδ)
n

∣∣DZn,σ(I)
2 −N (I)−2

∣∣+ ∑
I ⊆ R

(σ/Bδ)
n < N (I) ≤ (

√
nσ)n

∣∣DZn,σ(I)
2 −N (I)−2

∣∣

≤ 16δ
∑
I ⊆ R

N (I) ≤ (σ/Bδ)
n

1

N (I)2
+ 2 ·H((

√
nσ)n) ·

(
2Bδ
σ

)2n

≤ ζK(2)

8
+ 2 ·H((

√
nσ)n) ·

(
2Bδ
σ

)2n

,

whereH(N) is the number of (integral) ideals of R of norm ≤ N . From Lemma 2.12 with ε = log logn
logn ,

we know that H(N) ≤ 2 exp(4n) · N1+ε. Taking σ ≥ n1.5 ln5 n provides H ((
√
nσ)n) ·

(
2Bδ
σ

)2n
≤

1
16ζK(2) , for su�ciently large n. Overall, the �rst sum is ≤ 1

4ζK(2) for n su�ciently large.

We now bound the second sum, as follows:∑
I ⊆ R

N (I) > (
√
nσ)n

N (I)−2 =
∑

k>(
√
nσ)n

H(k)−H(k − 1)

k2
=

∑
k>⌊(

√
nσ)n⌋

H(k)

k2
−

∑
k≥⌊(

√
nσ)n⌋

H(k)

(k + 1)2

≤
∑

k>(
√
nσ)n

H(k)

(
1

k2
− 1

(k + 1)2

)

≤ 2 exp(4n) ·
∑

k≥(
√
nσ)n

2k + 1

k1−ε(k + 1)2
,

where we used the bound onH(k) from Lemma 2.12. Now, notice that the summand is ≤ 2
k2−ε , which

allows us to bound the second sum by O(exp(4n) · (
√
nσ)−(1−ε)n) = o(1), so the latter is ≤ 1

4ζK(2)
for su�ciently large n, which completes the proof. ⊓⊔

Module q-ary lattices. Let q be a prime number, and Rq be R/qR = Zq[x]/Φ. In the present
work, we consider a q that splits Φ into n distinct linear factors: Φ =

∏
i≤n Φi =

∏
i≤n(x−ϕi) mod q.

This is equivalent to assuming that the prime number q satis�es q = 1 mod n. Dirichlet's theorem
on arithmetic progressions implies that in�nitely such primes exist. Furthermore, Linnik's theorem
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asserts that the smallest such q is Poly(n), and much e�ort has been spent to decrease the upper
bound (the current record seems to be O(n5.2), see [53]). Furthermore, we can write ϕi as ri,
where r is a primitive (2n)-th root of unity modulo q. This implies that the Chinese Remainder
Theorem in Rq actually provides a natural fast Discrete Fourier Transform, and thus multiplication
of elements of Rq can be performed within n log n additions and multiplications modulo q (see [7,
Ch. 8], [25, Se. 2.1]).

Let a ∈ Rmq . We de�ne the following families of R-modules:

a⊥ := {(t1, . . . , tm) ∈ Rm :
∑
i

tiai = 0 mod q},

L(a) := {(t1, . . . , tm) ∈ Rm : ∃s ∈ Rq, ∀i, ti = ai · s mod q}.

These modules correspond to mn-dimensional integer lattices, via the mapping of an element of Rm

to the concatenation of the coe�cient vectors.
Recently, Peikert [40] showed how to signi�cantly improve on the e�ciency of the Gaussian

sampling algorithm from [10], in the case of q-ary lattices, and even further for module q-ary lattices.
In the following adaptation, we bound Peikert's s1(B) by

√
nmax ∥bi∥ (using the Cauchy-Schwarz

inequality).

Lemma 2.14 (Adapted from [40]). There exists a Õ(nm)-time o�-line/on-line algorithm that
takes as input any R-basis b1, . . . , bm of a module q-ary lattice L ⊆ Rm, with q = Poly(n), c ∈
Qmn and σ = ω(

√
mn log n)max ∥bi∥ (resp. σ = Ω(

√
mn)max ∥bi∥), and returns samples from a

distribution whose statistical distance to DL,σ,c is negligible (resp. exponentially small) with respect
to n. The complexity bound holds assuming pre-computations (o�-line) are performed using q, σ and
b1, . . . , bm, but not c.

2.3 The Shortest Vector, Ideal-SIS and R-LWE Problems

The Shortest Vector Problem. The most famous lattice problem is SVP. Given a basis of a
lattice L, it aims at �nding a shortest vector in L \ {0}. It can be relaxed to γ-SVP by asking for a
non-zero vector that is no longer than γ(n) times a solution to SVP, for a prescribed function γ(·).
If we restrict the set of input lattices to ideal lattices, we obtain the problem Ideal-SVP (resp.
γ-Ideal-SVP), which is implicitly parameterized by a sequence of polynomials Φ of growing degrees.
No algorithm is known to perform non-negligibly better for (γ-)Ideal-SVP than for (γ-)SVP. It is
believed that no subexponential quantum algorithm solves the computational variants of γ-SVP
or γ-Ideal-SVP in the worst case, for any γ that is polynomial in the dimension. The smallest γ
which is known to be achievable in polynomial time is exponential, up to poly-logarithmic factors
in the exponent ([22, 48, 32]).

The Ideal Small Integer Solution problem. Ideal-SIS is an average-case variant of γ-SVP
in certain structured lattices.

De�nition 2.1. The Ideal Small Integer Solution problem with parameters q,m, β and Φ (Ideal-SISΦq,m,β)
is as follows: Given n, and m polynomials a1, . . . , am chosen uniformly and independently in Rq,
�nd t ∈ a⊥ \ 0 such that ∥t∥ ≤ β.

The average-case hardness of Ideal-SIS is related to the worst-case hardness of Ideal-SVP, as
follows.
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Theorem 2.1 (Adapted from [24]). Let n = 2k, Φ = xn + 1 and ε > 0. Let m ≤ Poly(n)
and q = Ω(βm2n(log n)1/2+ε) be integers. A polynomial-time (resp. subexponential-time) algo-
rithm solving Ideal-SISΦq,m,β with probability 1/Poly(n) (resp. 2−o(n)) can be used to solve γ-

Ideal-SVP in polynomial-time (resp. subexponential-time) with γ = O(βmn1/2(log n)1+ε) (resp. γ =
O(βmn1.5

√
log n)).

The Ring Learning With Errors problem. For s ∈ Rq and ψ a distribution in Rq, we
de�ne As,ψ as the distribution obtained by sampling the pair (a, as + e) with a uniformly chosen
in Rq and e sampled independently from ψ. The Ring Learning With Errors problem (R-LWE) was
introduced by Lyubashevsky et al. in [27] and shown hard for speci�c error distributions ψ. These
are slightly technical to de�ne, but for the present work, the important facts to be remembered
are that the samples are small (with probability exponentially close to 1), and can be obtained in
quasi-linear time.

For σ ∈ Rn with positive coordinates, we de�ne the ellipsoidal Gaussian ρσ as the row vec-
tor of independent Gaussians (ρσ1 , . . . , ρσn), where σi = σi+n/2 for 1 ≤ i ≤ n/2. As we want
to de�ne R-LWE in the polynomial expression of R rather than with the so-called �space H�
of [27], we apply a matrix transformation to the latter Gaussians. We de�ne a sample from ρ′σ

as a sample from ρσ, multiplied �rst (from the right) by 1√
2

(
1 1
i −i

)
⊗ Idn/2 ∈ Cn×n, and second

by V = 1
n

(
ζ−(2j+1)k

)
0≤j,k<n. Note that these correspond to complex discrete Fourier transforms.

These matrix-vector multiplications can be performed in O(n log n) complex-valued arithmetic op-
erations with the Cooley-Tukey FFT. Moreover, they are numerically extremely stable: if all oper-
ations are performed with a precision of p = Ω(log n) bits, then the computed output vector fl(y)
satis�es ∥fl(y)− y∥ ≤ C · (log n) · 2−p · ∥y∥, where C is some absolute constant and y is the vector
that would be obtained with exact computations. We refer to [12, Se. 24.1] for details. We now
de�ne a sample from ρ′σ as follows: compute a sample from ρ′σ with absolute error < 1/n2; if it is
within distance 1/n2 of the middle of two consecutive integers, then restart; otherwise, round it to
a closest integer and then reduce it modulo q. Finally, a distribution sampled from Υα for α ≥ 0
is de�ned as ρ′σ, where σi =

√
α2q2 + xi with the xi's sampled independently from the distribu-

tion Exp(nα2q2).
Sampling from ρ′σ can be performed in time Õ(n). Sampling from Υα can also be performed in

expected time Õ(n), and the running-time is bounded by a quantity that follows a geometric law
of parameter < 1. Furthermore, in all our cryptographic applications, one could pre-compute such
samples o�-line (i.e., before the message M to be processed is known). Finally, by taking r = 1
in the result below, we obtain that with probability ≥ 1 − n−ω(1), any sample from Υα in R has
norm ≤ αq

√
nω(log n).

Lemma 2.15. Let y, r ∈ R, with r �xed and y sampled from Υα. Then

Pr
[
∥yr∥ ≥ αq

√
nω(log n) · ∥r∥

]
≤ n−ω(1) and Pr [∥yr∥∞ ≥ 4αqω(log n) · ∥r∥] ≤ n−ω(1).

Proof. We de�ne Υα exactly as Υα, but without the rejection step from ρ′σ to ρ′σ. Because of the
bound on the rejection probability, it su�ces to prove the result with Υα instead of Υα.

Let y be sampled from Υα. The involved σ satis�es σk =
√
α2q2 + xk, with the xk's sampled

independently from the distribution Exp(nα2q2). We have maxσk ≤ αq
√
nω(
√
log n) with proba-

bility 1−n−ω(1). The �eld element y ∈ K is sampled from ρ′σ, and actually derived from a sample z
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from ρσ. The embedding vector of y has the following shape:

1√
2
(z1 + izn/2+1, . . . , zn/2 + izn, z1 − izn/2+1, . . . , zn/2 − izn).

Let (r(k))k be the embedding vector of r. Then the embedding vector of yr is (y(k)r(k))k. We
have maxk |y(k)r(k)| ≤ αq

√
nω(log n) · |r(k)|, with probability 1 − n−ω(1). We thus obtain ∥yr∥ =

1√
n
T2(yr) ≤ αqω(log n) · T2(r) = αq

√
nω(log n) · ∥r∥.

We now prove the second statement. The coe�cient in xj of yr is

1

n

∑
0≤k<n

ζ−(2j+1)ky(k)r(k) =
2

n
ℜ

 ∑
0≤k<n/2

ζ−(2j+1)ky(k)r(k)


=

√
2

n

∑
0≤k<n/2

ℜ
(
(ζ−(2j+1)kr(k))(zk+1 + izn/2+k+1)

)
.

The ith summand of the last sum follows a normal law of mean 0 and standard deviation ≤
2|r(i)|maxσk. Therefore, the coe�cient in xj of yr follows a normal law of standard deviation
≤ 4

nT2(r)maxσk, which is ≤ 4√
n
αqω(

√
log n) ·T2(r) with probability 1−n−ω(1). This completes the

proof. ⊓⊔

We now de�ne our adaptation of R-LWE.

De�nition 2.2. The Ring Learning With Errors Problem with parameters q, α and Φ (R-LWEΦq,α)

is as follows. Let ψ be sampled from Υα and s be chosen uniformly in Rq. Given access to an oracle O
that produces samples in Rq×Rq, distinguish whether O outputs samples from the distribution As,ψ
or U(Rq×Rq). The distinguishing advantage should be 1/Poly(n) (resp. 2−o(n)) over the randomness
of the input, the randomness of the samples and the internal randomness of the algorithm.

R-LWE can be interpreted as a problem over q-ary module lattices. Let m be the number of
samples asked to the oracle, and let (ai, bi)i≤m be the samples. Then solving R-LWE consists in
telling whether the vector b is generated uniformly modulo the (module) lattice L(a) or sampled
around the origin according to some Gaussian-like distribution derived from Υα and then reduced
modulo the lattice.

Theorem 2.2 (Adapted from [27]). Assume that αq = ω(n
√
logn) (resp. Ω(n1.5)) with α ∈

(0, 1) and q = Poly(n). There exists a randomized polynomial-time (resp. subexponential) quantum
reduction from γ-Ideal-SVP to R-LWEq,α, with γ = ω(n1.5 log n)/α (resp. Ω(n2.5)/α).

The main di�erences in the above formulation of the result from [27] are the use of the polynomial
representation (which is handled by applying the complex FFT to the error term), the use of Rq
rather than R×q (here we have R×q = 1

nRq, and the truncation of the error to closest integer when the
latter is away from the middle of two consecutive integers). The new variant remains hard because
a sample passes the rejection step with non-negligible probability, and because rounding can be
performed on the oracle samples obliviously to the actual error.

Variants of R-LWE. For s ∈ Rq and ψ a distribution in Rq, we de�ne A×s,ψ as the distribution

obtained by sampling the pair (a, as+e) with a uniformly chosen in R×q and e sampled independently
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from ψ, where R×q is the set of invertible elements of Rq. When q = Ω(n), the probability for a
uniform element of Rq of being invertible is non-negligible, and thus R-LWE remains hard even
when As,ψ and U(Rq × Rq) are respectively replaced by A×s,ψ and U(R×q × Rq). We call R-LWE×

the latter variant.
Furthermore, similarly to [3, Le. 2] and as mentioned in [41, Sl. 8], the nonce s can also be

chosen from the error distribution without incurring any security reduction. We call R-LWE×HNF the
corresponding modi�cation of R-LWE. We recall the argument, for completeness. Assume an al-
gorithm A can solve R-LWE×HNF. We use A to solve R-LWE×. The principle is to transform sam-
ples ((ai, bi))i into samples ((a−11 ai, bi− a

−1
1 b1ai))i, where inversion is performed in R×q . This trans-

formation maps A×s,ψ to A×−e1,ψ, and U(R×q ×Rq) to itself.

3 New Results on Module q-ary Lattices

In the present section, we exploit the duality between variants of the a⊥ and L(a) lattices to obtain
improved regularity bounds over the ring Rq.

3.1 Duality results for generalized module q-ary lattices

We generalize the de�nitions of the a⊥ and L(a) lattices to incorporate the ideals of Rq, as this will
be useful for key generation procedures of the modi�ed NTRU schemes (in Section 4). The ideals
of Rq are of the form IS :=

∏
i∈S(x− ϕi) ·Rq = {a ∈ Rq : ∀i ∈ S, a(ϕi) = 0}, where S is any subset

of {1, . . . , n}. For any IS =
∏
i∈S(x− ϕi) ·Rq, we de�ne I

×
S =

∏
i∈S(x− ϕ

−1
i ) ·Rq.

Let a ∈ Rmq . We de�ne the following families of R-modules:

a⊥(IS) := {(t1, . . . , tm) ∈ Rm : ∀i, (ti mod q) ∈ IS and
∑
i

tiai = 0 mod q},

L(a, IS) := {(t1, . . . , tm) ∈ Rm : ∃s ∈ Rq,∀i, (ti mod q) = ai · s mod IS},

where S is an arbitrary subset of {1, . . . , n}. If S = ∅ (resp. S = {1, . . . , n}), then we recover a⊥

(resp. L(a)).

Lemma 3.1. Let S ⊆ {1, . . . , n} and a ∈ Rmq . Let S be the complement of S and a× ∈ Rmq be

de�ned by a×i = ai(x
−1). Then (considering both sets are considered as mn-dimensional lattices):

â⊥(IS) =
1

q
L(a×, I×

S
).

Proof. We �rst prove that 1
qL(a

∗, I×
S
) ⊆ â⊥(IS). Let (t1, . . . , tm) ∈ a⊥(IS) and (t′1, . . . , t

′
m) ∈

L(a∗, IS). Write ti =
∑

j<n ti,jx
j and t′i =

∑
j<n t

′
i,jx

j for any i ≤ m. Our goal is to show
that

∑
i≤m,j≤n ti,jt

′
i,j = 0 mod q. This is equivalent to showing that the constant coe�cient of the

polynomial
∑

i≤m ti(x)t
′
i(x
−1) is 0 modulo q. It thus su�ces to show that

∑
i≤m ti(x)t

′
i(x
−1) mod

q = 0 (in Rq). By de�nition of the t′i's, there exists s ∈ Rq such that (t′i mod q) = a×i · s + b′i for
some b′i ∈ I

×
S
. We have the following, modulo q:∑

i≤m
ti(x)t

′
i(x
−1) = s(x−1) ·

∑
i≤m

ti(x)ai(x) +
∑
i≤m

ti(x)b
′
i(x
−1).
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Both sums in the right hand side evaluate to 0 in Rq, which provides the desired inclusion.

To complete the proof, it su�ces to show that ̂L(a×, I×
S
) ⊆ 1

qa
⊥(IS). It can be seen by consid-

ering the elements of L(a×, IS) corresponding to s = 1. ⊓⊔

3.2 On the absence of unusually short vectors in L(a, IS)

We show that for a uniformly chosen a ∈ (R×q )
m, the lattice L(a, IS) is extremely unlikely to contain

unusually short vectors for the in�nity norm, i.e., much shorter than guaranteed by the Minkowski

upper bound det(L(a, IS))
1

mn = q
|S|
n
− 1

m .

Lemma 3.2. Let n ≥ 8 be a power of 2 such that Φ = xn + 1 splits into n linear factors modulo
prime q ≥ 5. Then, for any S ⊆ {1, . . . , n}, m ≥ 2 and ε > 0, we have λ∞1 (L(a, IS)) ≥ 1√

n
qβ, with:

β := 1− 1

m
+

1−
√

1 + 4m(m− 1)
(
1− |S|n

)
+ 4mε

2m
≥ 1− 1

m
− ε− (m− 1)

(
1− |S|

n

)
,

except with probability ≤ 2n(q − 1)−εn over the uniformly random choice of a in (R×q )
m.

Proof. Recall that Φ =
∏
i≤n Φi for distinct linear factors Φi. By the Chinese Remainder Theorem,

we know that Rq (resp. R×q ) is isomomorphic to (Zq)n (resp. (Z×q )n) via the isomorphism t 7→
(t mod Φi)i≤m. Let gIS =

∏
i∈S Φi: it is a degree |S| generator of IS .

Let p denote the probability (over the randomness of a) that L(a, IS) contains a non-zero
vector t of in�nity norm < B, where B = 1√

n
qβ . We upper bound p by the union bound, summing

the probabilities p(t, s) = Pra[∀i, ti = ais mod IS ] over all possible values for t of in�nity norm < B
and s ∈ Rq/IS . Since the ai's are independent, we have p(t, s) =

∏
i≤m pi(ti, s), where pi(ti, s) =

Prai [ti = ais mod IS ].
Wlog we can assume that gcd(s, gIS ) = gcd(ti, gIS ) (up to multiplication by an element of Z×q ):

If this is not the case, there exists j ≤ n such that either ti mod Φj = 0 and s mod Φj ̸= 0, or
ti mod Φj ̸= 0 and s mod Φj = 0; In both cases, we have pi(ti, s) = 0 because ai ∈ R×q . We now
assume that gcd(s, gIS ) = gcd(ti, gIS ) =

∏
i∈S′ Φi for some S′ ⊆ S of size 0 ≤ d ≤ |S|. For any j ∈ S′,

we have ti = ais = 0 mod Φj regardless of the value of ai mod Φj , while for j ∈ S \ S′, we have
s ̸= 0 mod Φj and there exists a unique value of ai mod Φj such that ti = ais mod Φj . Moreover
for any j /∈ S, the value of ai mod Φj can be arbitrary in Z×q . So, overall, there are (q − 1)d+n−|S|

di�erents ai's in R
×
q such that ti = ais mod IS . This leads to pi(ti, s) = (q − 1)d−|S|.

So far, we have showed that the probability p can be upper bounded by:

p ≤
∑

0≤d≤|S|

∑
h =

∏
i∈S′ Φi

S′ ⊆ S
|S′| = d

∑
s ∈ Rq/IS

h|s

∑
t ∈ (Rq)m

∀i, 0 < ∥ti∥∞ < B
∀i, h|ti

∏
i≤m

(q − 1)d−|S|.

For h =
∏
i∈S′ Φi of degree d, let N(B, d) denote the number of t ∈ Rq such that ∥t∥∞ < B

and t = ht′ for some t′ ∈ Rq of degree < n − d. We consider two bounds for N(B, d) depending
on d.

Suppose that d ≥ β · n. Then we claim that N(B, d) = 0. Indeed, any t = ht′ for some
t′ ∈ Rq belongs to the ideal ⟨h, q⟩ of R generated by h and q. For any non-zero t ∈ ⟨h, q⟩, we have
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N (t) = N (⟨t⟩) ≥ N (⟨h, q⟩) = qd, where the inequality is because the ideal ⟨t⟩ is a full-rank sub-
ideal of ⟨h, q⟩, and the last equality is because deg h = d. It follows from the arithmetic-geometric
inequality that ∥t∥ = 1√

n
T2(t) ≥ N (t)1/n ≥ qd/n. By equivalence of norms, we conclude that

∥t∥∞ ≥ λ∞1 (⟨h, q⟩) ≥ 1√
n
qd/n. We see that d/n ≥ β implies that ∥t∥∞ ≥ B, so that N(B, d) = 0.

Suppose now that d < β · n. Then we claim that N(B, d) ≤ (2B)n−d. Indeed, since the degree
of h is d, the vector t formed by the n−d low-order coe�cients of t is related to the vector t′ formed
by the n−d low-order coe�cients of t′ by a lower triangular (n−d)× (n−d) matrix whose diagonal
coe�cients are equal to 1. Hence this matrix is non-singular modulo q so the mapping from t′ to t
is one-to-one. This provides the claim.

Using the above bounds on N(B, d), the fact that the number of subsets of S of cardinality d
is ≤ 2d, and the fact that the number of s ∈ Rq/IS divisible by h =

∏
i∈S′ Φi is q

|S|−d, the above
bound on p implies

p ≤ 2n max
d≤β·n

(2B)m(n−d)

(q − 1)(m−1)(|S|−d)
.

With our choice of B, we have 2B ≤ (q − 1)β (this is implied by n ≥ 8, q ≥ 5 and β ≤ 1). A
straightforward computation then leads to the claimed upper bound on p. ⊓⊔

3.3 Improved regularity bounds

We now study the uniformity of distribution of (m + 1)-tuples from (R×q )
m × Rq of the form

(a1, . . . , am,
∑

i≤m tiai), where the ai's are independent and uniformly random in R×q , and the
ti's are chosen from some distribution on Rq concentrated on elements of small height. Similarly
to [28], we call the distance of the latter distribution to the uniform distribution on (R×q )

m×Rq the
regularity of the generalized knapsack function (ti)i≤m 7→

∑
i≤m tiai. For our NTRU application we

are particularly interested in the case where m is very small, namely m = 2.
The regularity result in [28, Se. 4.1] applies when the ai's are uniformly random in the whole

ring Rq, and the ti's are uniformly random on the subset of elements of Rq of height ≤ d for
some d < q. In this case, the regularity bound from [28] is Ω(

√
nq/dm). Unfortunately, this bound

is non-negligible for small m and q, e.g., for m = O(1) and q = Poly(n). To make it exponentially
small in n, one needs to set m log d = Ω(n), which inevitably leads to ine�cient cryptographic
functions. When the ai's are chosen uniformly from the whole ring Rq, the actual regularity is not
much better than this undesirable regularity bound. This is because Rq contains n proper ideals of
size qn−1 = |Rq|/q, and the probability ≈ n/qm that all of the ai's fall into one such ideal (which
causes

∑
tiai to also be trapped in the proper ideal) is non-negligible for small m. To circumvent

this problem, we restrict the ai's to be uniform in R×q , and we choose the ti's from a discrete
Gaussian distribution. We show a regularity bound exponentially small in n even for m = O(1),
by using an argument similar to that used in [10, Se. 5.1] for unstructured generalized knapsacks,
based on the smoothing parameter of the underlying lattices. Note that the new regularity result
can be used within the Ideal-SIS trapdoor generation of [50, Se. 3], thus extending the latter to a
fully splitting q. It also shows that the encryption scheme from [27] can be shown secure against
subexponential (quantum) attackers, assuming the subexponential (quantum) hardness of standard
worst-case problems over ideal lattices.

Theorem 3.1. Let n ≥ 8 be a power of 2 such that Φ = xn + 1 splits into n linear factors mod-
ulo prime q ≥ 5. Let m ≥ 2, ε > 0, δ ∈ (0, 1/2) and t←↩ DZmn,σ, with σ ≥

√
n ln(2mn(1 + 1/δ))/π ·
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q
1
m
+ε. Then for all except a fraction ≤ 2n(q−1)−εn of a ∈ (R×q )

m, we have ηδ(a
⊥) ≤

√
n ln(2mn(1 + 1/δ))/π·

q
1
m
+ε, and the distance to uniformity of

∑
i≤m tiai is ≤ 2δ. As a consequence:

∆

[(
a1, . . . , am,

∑
i≤m

tiai

)
; U

(
(R×q )

m ×Rq
)]
≤ 2δ + 2n(q − 1)−εn.

For each a ∈ (R×q )
m, letDa denote the distribution of

∑
i≤m tiai where t is sampled fromDZmn,σ.

Note that the above statistical distance is exactly 1
|R×

q |m
∑

a∈(R×
q )m ∆a, where ∆a is the distance to

uniformity of Da. To prove the theorem, it therefore su�ces to show a uniform bound ∆a ≤ 2δ, for
all except a fraction ≤ (q − 1)−εn of a ∈ (R×q )

m.

Now, the mapping t 7→
∑

i tiai induces an isomorphism from the quotient group Zmn/a⊥ to its
range. The latter is Rq, thanks to the invertibility of the ai's. Therefore, the statistical distance ∆a

is equal to the distance to uniformity of t mod a⊥. By Lemma 2.5, we have ∆a ≤ 2δ if σ is greater
than the smoothing parameter ηδ(a

⊥) of a⊥ ⊆ Zmn. To upper bound ηδ(a⊥), we apply Lemma 2.2,

which reduces the task to lower bounding the minimum of the dual lattice â⊥ = 1
q · L(a

×), where

a× ∈ (R×q )
m is in one-to-one correspondence with a.

The following result is a direct consequence of Lemmata 2.2, 2.5, 3.1 and 3.2.

Lemma 3.3. Let n ≥ 8 be a power of 2 such that Φ = xn + 1 splits into n linear factors modulo
prime q ≥ 5. Let S ⊆ {1, . . . , n}, m ≥ 2, ε > 0, δ ∈ (0, 1/2), c ∈ Rmn and t←↩ DZmn,σ,c, with

σ ≥
√
n ln(2mn(1 + 1/δ))/π · q

1
m
+(m−1) |S|

n
+ε.

Then for all except a fraction ≤ 2n(q − 1)−εn of a ∈ (R×q )
m, we have:

∆
[
t mod a⊥(IS); U(R/a⊥(IS))

]
≤ 2δ.

Theorem 3.1 follows by taking S = ∅ and c = 0.

4 Revised key generation algorithms for the NTRU schemes

We now use the results of the previous section on modular q-ary lattices to derive key generation
algorithms for the NTRU schemes, where the generated public keys follow distributions for which
Ideal-SVP is known to reduce to R-LWE and Ideal-SIS.

4.1 NTRUEncrypt's key generation algorithm

The new key generation algorithm for NTRUEncrypt is given in Fig. 1. The secret key polynomials f
and g are generated by using the Gentry et al. sampler of discrete Gaussians (see Lemma 2.7), and
by rejecting so that the output polynomials are invertible modulo q. The Gentry et al. sampler
may not exactly sample from discrete Gaussians, but since the statistical distance can be made
exponentially small, the impact on our results is also exponentially small. Furthermore, it can be
checked that our conditions on standard deviations are much stronger than the one in Lemma 2.7.
From now on, we will assume we have a perfect discrete Gaussian sampler.
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By choosing a large enough standard deviation σ, we can apply the results of the previous section
and obtain the (quasi-)uniformity of the public key. We sample f of the form p ·f ′+1 so that it has
inverse 1 modulo p, making the decryption process of NTRUEncrypt more e�cient (as in the original
NTRUEncrypt scheme). We remark that the rejection condition on f at Step 1 is equivalent to the
condition (f ′ mod q) ̸∈ R×q − p−1, where p−1 is the inverse of p in R×q .

Inputs: n, q ∈ Z, p ∈ R×
q , σ ∈ R.

Output: A key pair (sk, pk) ∈ R×R×
q .

1. Sample f ′ from DZn,σ; let f = p · f ′ + 1; if (f mod q) ̸∈ R×
q , resample.

2. Sample g from DZn,σ; if (g mod q) ̸∈ R×
q , resample.

3. Return secret key sk = f and public key pk = h = pg/f ∈ R×
q .

Fig. 1. Revised Key Generation Algorithm for NTRUEncrypt.

The following result ensures that for some appropriate choice of parameters, the key generation
algorithm terminates in expected polynomial time.

Lemma 4.1. Let n ≥ 8 be a power of 2 such that Φ = xn + 1 splits into n linear factors modulo
prime q ≥ 5. Let σ ≥

√
n ln(2n(1 + 1/δ))/π · q1/n, for an arbitrary δ ∈ (0, 1/2). Let a ∈ R

and p ∈ R×q . Then Prf ′←↩DZn,σ
[(p · f ′ + a mod q) ̸∈ R×q ] ≤ n(1/q + 2δ).

Proof. We are to bound the probability that p · f ′ + a belongs to I := ⟨q, Φk⟩ by 1/q + 2δ, for
any k ≤ n. The result then follows from the Chinese Remainder Theorem and the union bound.
We have N (I) = q, so that λ1(I) ≤

√
nq1/n, by Minkowski's theorem. Since I is an ideal of R, we

have λn(I) = λ1(I), and Lemma 2.1 gives that σ ≥ ηδ(I). Lemma 2.5 then shows that f mod I
is within distance ≤ 2δ to uniformity on R/I, so we have p · f ′ + a = 0 mod I (or, equivalently,
f ′ = −a/p mod I) with probability ≤ 1/q + 2δ, as required. ⊓⊔

As a consequence of the above bound on the rejection probability, we have the following result,
which ensures that the generated secret key is small.

Lemma 4.2. Let n ≥ 8 be a power of 2 such that Φ = xn + 1 splits into n linear factors modulo
prime q ≥ 8n. Let σ ≥

√
2n ln(6n)/π ·q1/n.The secret key polynomials f, g returned by the algorithm

of Fig. 1 satisfy, with probability ≥ 1− 2−n+3:

∥f∥ ≤ 2n∥p∥σ and ∥g∥ ≤
√
nσ.

If deg p ≤ 1, then ∥f∥ ≤ 4
√
n∥p∥σ with probability ≥ 1− 2−n+3.

Proof. The probability under scope is lower than the probability of the same event without rejection,
divided by the rejection probability. The result follows by combining Lemmata 2.4 and 4.1. ⊓⊔

4.2 Public key uniformity

In the algorithm of Fig. 1, the polynomials f ′ and g are independently sampled from the discrete
Gaussian distribution DZn,σ with σ ≥ Poly(n) · q1/2+ε for an arbitrary ε > 0, but restricted (by
rejection) toR×q −p−1 andR×q , respectively. We denote byD×σ,z the discrete GaussianDZn,σ restricted
to R×q + z.
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Here we apply the result of Section 3 to show that the statistical closeness to uniformity of a
quotient of two distributions (z+ p ·D×σ,y) for z ∈ Rq and y = −zp−1 mod q. This includes the case
of g/f mod q computed by the algorithm of Fig. 1. Since p ∈ R×q , multiplication by p is a bijection
of Rq, and thus the statistical closeness to uniformity carries over to the public key h = pg/f .

Theorem 4.1. Let n ≥ 8 be a power of 2 such that Φ = xn + 1 splits into n linear factors modulo
prime q ≥ 5. Let ε > 0 and σ ≥ 2n

√
ln(8nq) · q

1
2
+2ε. Let p ∈ R×q , yi ∈ Rq and zi = −yip−1 mod q

for i ∈ {1, 2}. Then

∆

[
y1 + p ·D×σ,z1
y2 + p ·D×σ,z2

mod q ; U
(
R×q

)]
≤ 23nq−⌊εn⌋.

Proof. For a ∈ R×q , we de�ne Pra = Prf1,f2 [(y1 + pf1)/(y2 + pf2) = a], where fi ←↩ D×σ,zi for i ∈
{1, 2}. We are to show that |Pra−(q−1)−n| ≤ 22n+5q−⌊εn⌋ ·(q−1)−n =: ε′ for all except a fraction ≤
22n(q − 1)−εn of a ∈ R×q . This directly gives the claimed bound. The fraction of a ∈ R×q such that
|Pra−(q−1)−n| ≤ ε′ is equal to the fraction of a = (a1, a2) ∈ (R×q )

2 such that |Pra−(q−1)−n| ≤ ε′,
where Pra = Prf1,f2 [a1f1 + a2f2 = a1z1 + a2z2]. This is because a1f1 + a2f2 = a1z1 + a2z2 is
equivalent to (y1 + pf1)/(y2 + pf2) = −a2/a1 (in R×q ), and −a2/a1 is uniformly random in R×q
when a←↩ U((R×q )

2).
We observe that (f1, f2) = (z1, z2) =: z satis�es a1f1 + a2f2 = a1z1 + a2z2, and hence the set of

solutions (f1, f2) ∈ R to the latter equation is z+a⊥×, where a⊥× = a⊥ ∩ (R×q + qZn)2. Therefore:

Pra =
DZ2n,σ(z + a⊥×)

DZn,σ(z1 +R×q + qZn) ·DZn,σ(z2 +R×q + qZn)
.

We now use the fact that for any t ∈ a⊥ we have t2 = −t1a1/a2 so, since −a1/a2 ∈ R×q , the ring
elements t1 and t2 must belong to the same ideal IS of Rq for some S ⊆ {1, . . . , n}. It follows that
a⊥× = a⊥ \

∪
S⊆{1,...,n},S ̸=∅ a

⊥(IS). Similarly, we have R×q + qZn = Zn \
∪
S⊆{1,...,n},S ̸=∅(IS + qZn).

Using the inclusion-exclusion principle, we obtain:

DZ2n,σ(z + a⊥×) =
∑

S⊆{1,...,n}

(−1)|S| ·DZ2n,σ(z + a⊥(IS)), (1)

∀i ∈ {1, 2} : DZn,σ(zi +R×q + qZn) =
∑

S⊆{1,...,n}

(−1)|S| ·DZn,σ(zi + IS + qZn). (2)

In the rest of the proof, we show that, except for a fraction ≤ 22n(q − 1)−εn of a ∈ (R×q )
2:

DZ2n,σ(z + a⊥×) = (1 + δ0) ·
(q − 1)n

q2n
,

∀i ∈ {1, 2} : DZn,σ(zi +R×q + qZn) = (1 + δi) ·
(q − 1)n

qn
.

where |δi| ≤ 22n+2q−⌊εn⌋ for i ∈ {0, 1, 2}. The bound on |Pra − (q − 1)−n| follows by a routine
computation.

Handling (1). We �rst notice that, since z ∈ Z2n, we have (for any S ⊆ {1, . . . , n}):

DZ2n,σ(z + a⊥(IS)) =
ρσ(z + a⊥(IS))

ρσ(Z2n)
=
ρσ(z + a⊥(IS))

ρσ(z + Z2n)
= DZ2n,σ,−z(a

⊥(IS)).
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For the terms of (1) with |S| ≤ εn, we apply Lemma 3.3 with m = 2. Since |S|/n+ ε ≤ 2ε, the
Lemma 3.3 assumption on σ holds, with δ := q−n−⌊εn⌋. We have |R/a⊥(IS)| = det(a⊥(IS)) = qn+|S|:
Indeed, since a ∈ (R×q )

2, there are qn−|S| elements of a⊥(IS) in [0, q − 1]2n. We conclude that

|DZ2n,σ,−z(a
⊥(IS))− q−n−|S|| ≤ 2δ, for all except a fraction ≤ 2n(q − 1)−εn of a ∈ (R×q )

2 (possibly
corresponding to a distinct subset of (R×q )

2 for each possible S).

For a term of (1) with |S| > εn, we choose S′ ⊆ S with |S′| = ⌊εn⌋. Then we have a⊥(IS) ⊆
a⊥(IS′) and hence DZ2n,σ,−z(a

⊥(IS)) ≤ DZ2n,σ,−z(a
⊥(IS′)). By using with S′ the above result for

small |S|, we obtain DZ2n,σ,−z(a
⊥(IS)) ≤ 2δ + q−n−⌊εn⌋.

Overall, we have, except possibly for a fraction ≤ 22n(q − 1)−εn of a ∈ (R×q )
2:∣∣∣∣DZ2n,σ(z + a⊥×)−

n∑
k=0

(−1)k
(
n

k

)
q−n−k

∣∣∣∣ ≤ 2n+1δ + 2
n∑

k=⌈εn⌉

(
n

k

)
q−n−⌊εn⌋ ≤ 2n+1(δ + q−n−⌊εn⌋).

We conclude that |δ0| ≤ q2n

(q−1)n 2
n+1(δ + q−n−⌊εn⌋) ≤ 22n+1(δqn + q−⌊εn⌋), as required.

Handling (2). For the bounds on δ1 and δ2, we use a similar argument. Let i ∈ {1, 2}. The zi
term can be handled like like the z term of (1). We observe that for any S ⊆ {1, . . . , n}, we have
det(IS + qZn) = q|S| and hence, by Minkowski's theorem, λ1(IS + qZn) ≤

√
n · q|S|/n. Moreover,

since IS+qZn is an ideal lattice, we have λn(IS+qZn) = λ1(IS+qZn) ≤
√
n·q|S|/n. Lemma 2.1 gives

that σ ≥ ηδ(IS + qZn) for any S such that |S| ≤ n/2, with δ := q−n/2. Therefore, by Lemma 2.5,
for such an S, we have |DZn,σ,−zi(IS + qZn)− q−|S|| ≤ 2δ.

For a term of (2) with |S| > n/2, we choose S′ ⊆ S with |S′| = n/2. By using with S′ the above
result for small |S|, we obtain DZn,σ,−zi(IS + qZn) ≤ DZn,σ,−zi(IS′ + qZn) ≤ 2δ + q−n/2.

Overall, we have:∣∣∣∣∣DZn,σ(zi +R×q + qZn)−
n∑
k=0

(−1)k
(
n

k

)
q−k

∣∣∣∣∣ ≤ 2n+1δ + 2

n∑
k=n/2

(
n

k

)
q−n/2 ≤ 2n+1(δ + q−n/2),

which leads to the desired bound on δi (using ε < 1/2). This completes the proof of the theorem. ⊓⊔

4.3 NTRUSign's key generation algorithm

Our new key generation for NTRUSign is given in Fig. 2. It is inspired from the algorithm con-
tained in [15, Se. 4] and described in more details in [14, Se. 5]. The vector (f, g) produced by the
NTRUEncrypt key generation algorithm is a short vector in the R-module generated by the rows of

the matrix

[
1 g/f
0 q

]
. The goal of the algorithm of Fig. 2 is to extend this vector (f, g) into a short

basis

[
f g
F G

]
of the module.

Because of the rejection tests, the output public key h may not be uniformly distributed in R×q ,
as it was previously. Uniformity is important for us to eventually be able to use Theorem 2.1 to
prove the security of the signature scheme. In fact, as we will show in Subsection 5.2, it su�ces that
the combined rejection probabilities of Steps 3, 4 and 7 is non-negligibly away from 1.

By Lemma 2.13, when no rejection is performed in Steps 1�3, the rejection probability of Step 4
is (assuming that σ ≥ n3/2 ln5 n and that n is su�ciently large):

Pr
f,g←↩DR,σ

[⟨f, g⟩ ̸= R] ≤ 1− 1

2ζK(2)
+ 2−n+1.
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Inputs: n, q ∈ Z, σ ∈ R.
Output: A key pair (sk, pk) ∈ R2×2 ×R×

q .
1. Sample f from DZn,σ; if (f mod q) ̸∈ R×

q , resample.
2. Sample g from DZn,σ; if (g mod q) ̸∈ R×

q , resample.
3. If ∥f∥ >

√
n · σ or ∥g∥ >

√
n · σ, restart.

4. If ⟨f, g⟩ ̸= R, restart.
5. Compute F1, G1 ∈ R such that fG1 − gF1 = 1; Fq := qF1, Gq := qG1.
6. Use Babai's nearest plane algorithm to approximate (Fq, Gq) by an integer
linear combination of (f, g), (xf, xg), . . . , (xn−1f, xn−1g). Let (F,G) ∈ R2 be the output,
such that there exists k ∈ R with (F,G) = (Fq, Gq)− k(f, g).
7. If ∥(F,G)∥ > nσ, restart.

8. Return secret key sk =

[
f g
F G

]
and public key pk = h = g/f ∈ R×

q .

Fig. 2. Revised Key Generation Algorithm for NTRUSign.

We now consider the rejection probability of Step 7 (without rejection in Steps 1�2).

Lemma 4.3. Assume that σ = Ω(
√
log n). Then, as n grows to in�nity:

Pr
f,g←↩D×

R,σ

[
∥(F,G)∥2 ≤ 1

2
n2σ2 +

q2 · ω(n)
σ2

∣∣∣∣ ⟨f, g⟩ = R

]
= o(1),

where F and G are as de�ned in Steps 5 and 6 of the algorithm of Figure 2.

Proof. As we use Babai's nearest-plane algorithm, we have:

∥(F,G)∥2 = ∥(Fq, Gq)∗∥2 + ∥(ef , eg)∥2,

where (Fq, Gq)
∗ is the projection of (Fq, Gq) orthogonally to theK-span of (f, g). (this can also be in-

terpreted as the projection of (Fq, Gq) orthogonally to theQ-span of (f, g), (xf, xg), . . . , (xn−1f, xn−1g)),
and (ef , eg) is the rounding error of Babai's nearest plane algorithm, in rounding (Fq, Gq)−(Fq, Gq)∗
to a close point in the lattice L(f, g) de�ned as the Z-span of (f, g), (xf, xg), . . . , (xn−1f, xn−1g).

Since ∥(Fq, Gq)∗∥ = mink∈K ∥(Fq − kf,Gq − kg)∥, to obtain an upper bound on ∥(Fq, Gq)∗∥,
it su�ces to �nd a k ∈ R such that ∥(Fq − kf,Gq − kg)∥ is small. From the equation fGq −
gFq = q, we obtain Gq = qf−1 + g(f−1Fq) (where inversion takes place in K). Taking k := f−1Fq
gives ∥(F,G)∗∥ ≤ ∥(0, qf−1)∥ ≤ q∥f−1∥. From Lemma 2.10 with �t = ω(n)�, we have that ∥f−1∥ ≥
ω(
√
n)

σ with probability ≤ o(1), so ∥(Fq, Gq)∗∥ ≤ qω(
√
n)

σ , except with probability o(1).

To upper bound ∥(ef , eg)∥, note that ∥(ef , eg)∥ ≤
√
n
2 maxi ∥(xif, xig)∥ =

√
n
2 ∥(f, g)∥. By

Lemma 2.4, we have ∥(f, g)∥ ≤
√
2nσ with probability ≥ 1 − o(1), so ∥(ef , eg)∥ ≤ nσ√

2
, except

with probability o(1). This completes the proof. ⊓⊔

We can now analyze the overall rejection probability of the revised NTRUSign key generation
algorithm.

Lemma 4.4. Assume that σ = ω(max( q
1
2

n
1
4
, n1.5 log5 n)) and q ≥ 128ζK(2)n. Then if n is su�ciently

large, the combined rejection probability of Steps 3, 4 and 7 of the algorithm of Fig. 2 (i.e., when f
and g are independently sampled from D×σ ) is ≤ 1− c, for some absolute constant c > 0.
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Proof. For i ∈ {3, 4, 7}, we denote by pi the rejection probability of the test in Step i, i.e.:

• p3 is the probability that ∥f∥ >
√
nσ or ∥g∥ >

√
nσ, with f, g ←↩ D×R,σ.

• p4 is the probability that ⟨f, g⟩ ̸= R and ∥f∥, ∥g∥ ≤
√
nσ, with f, g ←↩ D×R,σ.

• p7 is the probability that max(∥F∥, ∥G∥) > nσ, ⟨f, g⟩ = R and ∥f∥, ∥g∥ ≤
√
nσ, with f, g ←↩

D×R,σ.

For i ∈ {3, 4, 7}, let p′i be de�ned exactly as pi except that f and g are independently sampled
from DR,σ rather than D×R,σ. Let p1 be the probability of rejection of f at Step 1. By the union
bound, the probability of rejecting f or g at Steps 1 or 2 is ≤ 2p1. Hence for i ∈ {3, 4, 7}, we have
pi ≤ p′i/(1− 2p1).

The rejection probability p1 has already been studied in Subsection 4.1. Indeed, by Lemma 4.1
and the choice of σ and q, we have p1 ≤ 1

32ζK(2) . Lemmata 2.1 and 2.4 and the choice of σ imply that

p′3 ≤ 2−n+2. Finally, from Lemmata 2.13 and 4.3, we have that p′4 ≤ 1− 1
2ζK(2) +o(1) and p

′
7 = o(1).

Recall from Lemma 2.11 that ζK(2) = O(1) when n grows to in�nity, so for a large enough n, we

have p′3+p
′
4+p

′
7 ≤ 1− 1

4ζK(2) and the total rejection probability p3+p4+p7 ≤
p′3+p

′
4+p

′
7

1−2p1 ≤ 1− 1
8ζK(2) ,

as required. ⊓⊔

We can now conclude this section, with a correctness and e�ciency statement for the revised
NTRUSign key generation algorithm.

Theorem 4.2. Let n be a power of 2 such that Φ = xn + 1 splits into n linear factors modulo
prime q ≥ 128ζK(2)n. Let ε ∈ (0, 1/2) and σ ≥ max(2n

√
ln(8nq) · q

1
2
+2ε, ω(n1.5 log5 n)). Then the

algorithm of Fig. 2 terminates in expected polynomial time, and the output matrix

[
f g
F G

]
is an

R-basis of the R-module spanned by the rows of

[
1 h
0 q

]
. Furthermore, we have ∥(f, g)∥ ≤ 2

√
nσ,

and ∥(F,G)∥ ≤ nσ. Finally, if n is su�ciently large, the distribution of the returned h is rejected
with probability c < 1 for some absolute constant c from a distribution whose statistical distance
from U(R×q ) is ≤ 23nq−⌊εn⌋.

Proof. The �rst statement is provided by Lemma 4.4. For the second statement, we refer to [15,
Th. 1]. The norm inequalities are obvious from the description of the algorithm. Finally, the last
statement is provided by Theorem 4.1 and Lemma 4.4. ⊓⊔

5 Cryptographic functions

Using our new results above, we describe in this section NTRU-like public-key encryption and digital
signature schemes for which we can provide security proofs under worst-case hardness assumptions.In
all constructions, we use Φ = xn+1 with n ≥ 8 a power of 2, R = Z[x]/Φ and Rq = R/qR with q ≥ 5
prime such that Φ =

∏n
k=1 Φk in Rq with distinct Φk's.

5.1 A revised NTRUEncrypt scheme

In this section we present the provably secure variant of the NTRUEncrypt scheme. We de�ne the
scheme NTRUEncrypt with parameters n, q, p, α, σ as follows. The parameters n and q de�ne the
rings R and Rq. The parameter p ∈ R×q de�nes the plaintext message space as P = R/pR. It must
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be a polynomial with `small' coe�cients with respect to q, but at the same time we require N (p) =
|P| = 2Ω(n) so that many bits can be encoded at once. Typical choices as used in the original
NTRUEncrypt scheme are p = 3 and p = x + 2, but in our case, since q is prime, we may also
choose p = 2. By reducing modulo the pxi's, we can write any element of p as

∑
0≤i<n εix

ip,
with εi ∈ (−1/2, 1/2]. Using the fact that R = Z[x]/(xn+1), we can thus assume that any element
of P is an element of R with in�nity norm ≤ (deg(p)+1) ·∥p∥. The parameter α is the R-LWE noise
distribution parameter. Finally, the parameter σ is the standard deviation of the discrete Gaussian
distribution used in the key generation process (see Section 4).

• Key generation. Use the algorithm of Fig. 1 and return sk = f ∈ R×
q with f = 1 mod p, and pk = h = pg/f ∈

R×
q .

• Encryption. Given message M ∈ P, set s, e←↩ Υα and return ciphertext C = hs+ pe+M ∈ Rq.
• Decryption. Given ciphertext C and secret key f , compute C′ = f · C ∈ Rq and return C′ mod p.

Fig. 3. The encryption scheme NTRUEncrypt(n, q, p, σ, α).

The correctness conditions for the scheme are summarized below.

Lemma 5.1. If ω(n1.5 log n)α deg(p)∥p∥2σ < 1 (resp. ω(n0.5 log n)α∥p∥2σ < 1 if deg p ≤ 1) and
αq ≥ n0.5, then the decryption algorithm of NTRUEncrypt recovers M with probability 1 − n−ω(1)
over the choice of s, e, f, g.

Proof. In the decryption algorithm, we have C ′ = p·(gs+ef)+fM mod q. Let C ′′ = p·(gs+ef)+fM
computed in R (not modulo q). If ∥C ′′∥∞ < q/2 then we have C ′ = C ′′ in R and hence, since f =
1 mod p, C ′ mod p = C ′′ mod p =M mod p, i.e., the decryption algorithm succeeds. It thus su�ces
to give an upper bound on the probability that ∥C ′′∥∞ > q/2.

From Lemma 4.2, we know that with probability ≥ 1 − 2−n+3 both f and g have Euclidean
norms ≤ 2n∥p∥σ (resp. 4

√
n∥p∥σ if deg p ≤ 1). This implies that ∥pf∥, ∥pg∥ ≤ 2n1.5∥p∥2σ (resp.

8
√
n∥p∥2σ), with probability≥ 1−2−n+3. From Lemma 2.15, both pfs and pge have in�nity norms≤

8αqn1.5ω(log n) · ∥p∥2σ (resp. 32αq
√
nω(log n) · ∥p∥2σ), with probability 1− n−ω(1). Independently,

we have:

∥fM∥∞ ≤ ∥fM∥ ≤
√
n∥f∥∥M∥ ≤ 2 · (deg(p) + 1) · n2∥p∥2σ (resp. 8n∥p∥2σ).

Since αq ≥
√
n, we conclude that ∥C ′′∥∞ ≤ (18+2deg(p))·αqn1.5ω(log n)·∥p∥2σ (resp. 72αqn0.5ω(log n)·

∥p∥2σ), with probability 1− n−ω(1). ⊓⊔

The security of the scheme follows by a elementary reduction from the decisional R-LWE×HNF,
exploiting the uniformity of the public key in R×q (Theorem 4.1), and the invertibility of p in Rq.

Lemma 5.2. Suppose n is a power of 2 such that Φ = xn + 1 splits into n linear factors modulo
prime q = ω(1). Let ε, δ > 0, p ∈ R×q and σ ≥ 2n

√
ln(8nq) ·q

1
2
+ε. If there exists an IND-CPA attack

against NTRUEncrypt that runs in time T and has success probability 1/2 + δ, then there exists an
algorithm solving R-LWE×HNF with parameters q and α that runs in time T ′ = T + O(n) and has
success probability δ′ = δ − q−Ω(n).
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Proof. Let A denote the given IND-CPA attack algorithm. We construct an algorithm B against
R-LWE×HNF that runs as follows, given oracleO that samples from either U(R×q ×Rq) or A×s,ψ for some

previously chosen s ←↩ ψ and ψ ←↩ Υα. Algorithm B �rst calls oracle O to get a sample (h′, C ′)
from R×q × Rq. Then, algorithm B runs algorithm A with public key h = p · h′ ∈ Rq. When A
outputs challenge messages M0,M1 ∈ P, algorithm B picks b←↩ U({0, 1}), computes the challenge
ciphertext C = p · C ′ +Mb ∈ Rq, and returns C to A. Eventually, when algorithm A outputs its
guess b′ for b, algorithm B outputs 1 if b′ = b and 0 otherwise.

The h′ used by B is uniformly random in R×q , and therefore so is the public key h given to A,
thanks to the invertibility of p modulo q. Thus, by Theorem 4.1, the public key given to A is
within statistical distance q−Ω(n) of the public key distribution in the genuine attack. Moreover,
since C ′ = h · s + e with s, e sampled from ψ, the ciphertext C given to A has exactly the right
distribution as in the IND-CPA attack. Overall, if O outputs samples from A×s,ψ, then A succeeds

and B returns 1 with probability ≥ 1/2 + δ − q−Ω(n).

On the other hand, if oracle O outputs samples from U(R×q ×Rq), then, since p ∈ R×q , the value
of p ·C ′ and hence C, is uniformly random in Rq and independent of b. It follows that in this case,
algorithm B outputs 1 with probability 1/2. The claimed advantage of B now follows. ⊓⊔

By combining Lemmata 5.1 and 5.2 with Theorem 2.2 we obtain our main result.

Theorem 5.1. Suppose n is a power of 2 such that Φ = xn + 1 splits into n linear factors modulo
prime q = Poly(n) such that q

1
2
−ε = ω(n3.5 log2 n deg(p)∥p∥2) (resp. q

1
2
−ε = ω(n4 log1.5 ndeg(p)∥p∥2)),

for arbitrary ε ∈ (0, 1/2) and p ∈ R×q . Let σ = 2n
√

ln(8nq)·q
1
2
+ε and α−1 = ω(n1.5 log ndeg(p)∥p∥2σ).

If there exists an IND-CPA attack against NTRUEncrypt(n, q, p, σ, α) which runs in time T =
Poly(n) and has success probability 1/2 + 1/Poly(n) (resp. time T = 2o(n) and success proba-
bility 1/2 + 2−o(n)), then there exists a Poly(n)-time (resp. 2o(n)-time) quantum algorithm for γ-

Ideal-SVP with γ = O(n4 log2.5 ndeg(p)∥p∥2q
1
2
+ε) (resp. γ = O(n5 log1.5 n deg(p)∥p∥2q

1
2
+ε)). More-

over, the decryption algorithm succeeds with probability 1−n−ω(1) over the choice of the encryption
randomness.

In the case where deg p ≤ 1, the conditions on q for polynomial-time (resp. subexponential)

attacks in Theorem 5.1 may be relaxed to q
1
2
−ε = ω(n2.5 log2 n · ∥p∥2) (resp. q

1
2
−ε = ω(n3 log1.5 n ·

∥p∥2) and the resulting Ideal-SVP approximation factor may be improved to γ = O(n3 log2.5 n ·
∥p∥2q

1
2
+ε) (resp. γ = O(n4 log1.5 n · ∥p∥2q

1
2
+ε)). Overall, by choosing ε = o(1), the smallest q for

which the analysis holds is Ω̃(n5) (resp. Ω̃(n6)), and the smallest γ that can be obtained is Õ(n5.5)
(resp. Õ(n7)).

5.2 A revised NTRUSign scheme

In this section we present a provably secure variant of NTRUSign (in the random oracle model). The
scheme is an e�cient variant of the GPV signature [10], where e�ciency is improved both by using
the ring structure (to reduce computation and storage from Õ(n2) to Õ(n)), and the NTRU key to
reduce the key length and signature to a single ring element.

Collision-Resistant Preimage Sampleable Functions. We recall that the GPV signature [10]
is built from a general cryptographic primitive introduced in [10] and called Collision-Resistant
Preimage Sampleable Functions (CRPSF), which we recall.
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De�nition 5.1 (CRPSF). A CRPSF is speci�ed by three probabilistic polynomial-time algorithms
(TrapGen, SampleDom, SamplePre) such that:

1. Generating a Function with Trapdoor: Given a security parameter n, TrapGen(1n) returns (a, t),
where a is the description of an e�ciently computable function fa : Dn → Rn (for some e�-
ciently recognizable domain Dn and range Rn), and t is a trapdoor string for fa. In the following,
we �x some pair (a, t) returned by TrapGen(1n). Note that the following properties need only
hold for with probability negligibly (resp. exponentially) close to 1 over the choice of (a, t) output
by TrapGen(1n).

2. Domain Sampling with Uniform Output: Given a security parameter n, SampleDom(1n) re-
turns x sampled from a distribution over Dn such that the statistical distance between fa(x) and
the uniform distribution over Rn is negligible (resp. exponentially small).

3. Preimage Sampling with Trapdoor: Given any y ∈ Rn, SamplePre(t, y) outputs x such that
fa(x) = y and the distribution of x is within a negligible (resp. exponentially small) distance to
the conditional distribution of x′ ←↩ SampleDom(1n) given fa(x

′) = y.
4. Preimage Min-Entropy: For each y ∈ Rn, the conditional min-entropy of x ←↩ SampleDom(1n)

given fa(x) = y is ω(log n) (resp. Ω(n)).
5. Collision-Resistance without Trapdoor: For any probabilistic polynomial-time (resp.

subexponential-time) algorithm F, the probability that F(1n, a) outputs distinct x, x′ ∈ Dn
such that fa(x) = fa(x

′) is negligible (resp. exponentially small), where the probability is taken
over the choice of a and the random coins of F.

Our CRPSF construction NTRUPSF(n, q, σ, s) is shown in Fig. 4. The parameters n and q de�ning
the rings R and Rq are as above. The parameter σ is the width of the discrete Gaussian distribution
used in the NTRUSign key generation process, while s is the width of the Gaussian used in the
preimage sampling.

� Generating a Function with Trapdoor � TrapGen(1n, q, σ): Run the NTRUSign key generation algorithm

from Fig. 2, using n, q, σ as inputs. It returns an NTRU key h = g/f ∈ R×
q and a trapdoor R-basis sk =

[
f g
F G

]
for the R-module h⊥ = {(z1, z2) ∈ R2 : z2 = hz1 mod q}. The key h de�nes function fh(z1, z2) = hz1 − z2 ∈ Rq

with domain Dn = {z ∈ R2 : ∥z∥ ≤ s
√
2n} and range Rn = Rq. The trapdoor string for fh is sk.

� Domain Sampling with Uniform Output � SampleDom(1n, q, s): Sample z from DZ2n,s; if ∥z∥ >
√
2ns,

resample.

� Preimage Sampling with Trapdoor � SamplePre(B,y): To �nd a preimage in Dn for target t ∈ Rq under fh
using the trapdoor sk, note that c = (1, h − t) is a preimage of t under fh (not necessarily in Dn). Sample z
from Dh⊥+c,s, using trapdoor basis sk for h⊥ and the algorithm of Lemma 2.14. Return z.

Fig. 4. Construction of CRPSF primitive NTRUPSF(n, q, σ, s).

Theorem 5.2. Suppose n is a power of 2 such that Φ = xn + 1 splits into n linear factors modulo
prime q = Poly(n) such that q

1
2
−ε = ω(n4.5 log1.5+ε

′
n) (resp. q

1
2
−ε = Ω(n5 log1+ε

′
n)), for some

arbitrary ε, ε′ > 0. Let σ = 2n
√

ln(8nq)q
1
2
+ε and s = ω(n2

√
logn · σ) (resp. s = Ω(n2.5 · σ)).

Then the construction NTRUPSF(n, q, σ, s) from Fig. 4 is a CRPSF secure against Poly(n) (resp.
2o(n)) time algorithms, assuming the hardness of γ-Ideal-SVP against Poly(n) (resp. 2o(n)) time
algorithms, with γ = O(n log1+ε

′
n · s) (resp. γ = O(n2

√
log n · s)).
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Proof. The sets Dn and Rn are easily recognizable. Observe that the choice of s implies s ≥
max(

√
n, η1/2(Z2n)), so by Lemmata 2.4 and 2.7, the distribution of z = (z1, z2) returned by SampleDom

is within statistical distance O(2−n) of DZ2n,s. To show Property 2 of De�nition 5.1, we apply The-

orem 3.1 with δ = n−ω(1) (resp. δ = 2−Ω(n)) to conclude that thanks to the choice of s, except for
a fraction ≤ 2n(q − 1)−εn of (a1, a2) ∈ (R×q )

2, we have ∆(a1z1 − a2z2;U(Rq)) ≤ 2δ with (z1, z2)←↩
DZ2n,s. Since the mapping ϕ : x 7→ a−12 x is a bijection of Rq, we have ∆(a1z1 − a2z2;U(Rq)) =

∆(a1a
−1
2 z1−z2;U(Rq)) for each a1, a2. Moreover, since h = a−12 a1 is uniformly random in R×q when

a1 and a2 are independently so, we get ∆(hz1 − z2;U(Rq)) ≤ 2δ with (z1, z2) ←↩ DZ2n,s except for
a fraction ≤ 2n(q − 1)−εn of h ∈ R×q . Finally, by Theorem 4.2, the distribution Dh of h = g/f
generated by TrapGen is obtained by rejection with constant rejection probability c < 1 from a dis-
tribution within statistical distance 23nq−⌊εn/2⌋ of U(R×q ). It follows that ∆(hz1 − z2;U(Rq)) ≤ 2δ

with (z1, z2) ←↩ DZ2n,s except with probability ≤ 1
1−c · (2

n(q − 1)−εn + 23nq−⌊εn/2⌋) = q−Ω(n) over
the choice of the public key h, as required.

To show Property 3 of De�nition 5.1, we �rst observe that, for any �xed t ∈ Rq, the conditional
distribution of z ←↩ DZ2n,s given fh(z) = hz1 − z2 = t is exactly F (z) = ρs(z)

ρs(h⊥+c)
= Dh⊥+c,s,

where c = (1, h− t) is a preimage of t under fh. Therefore, Property 3 follows from Lemma 2.14, the
bound ∥sk∥ ≤ 2n1.5σ from Theorem 4.2, and the choice of s = ω(n2

√
log n · σ) (resp. Ω(n2.5 · σ)).

To show Property 4 of De�nition 5.1, observe that the conditional preimage distribution isDh⊥+c,s =
Dh⊥,s,−c + c, where c = (1, h − t), so it su�ces to lower bound the min-entropy of Dh⊥,s,−c. By

Lemma 2.6, the latter min-entropy is Ω(n) if the condition s ≥ 2η1/2(h
⊥) is satis�ed. Theorem 3.1

shows that for all except a fraction ≤ 2n(q−1)−εn of a ∈ (R×q )
2, we have η1/2(a

⊥) ≤
√

n ln(12n)
π q

1
2
+ε.

Since a⊥ = h⊥ with h = a−12 a1, it follows that for all except a fraction ≤ 2n(q − 1)−εn = q−Ω(n)

of h ∈ R×q , we have η1/2(h
⊥) ≤

√
n ln(12n)

π q
1
2
+ε. By the choice of s, the condition s ≥ 2η1/2(h

⊥) is

satis�ed. By Theorem 4.2, the condition is satis�ed except with probability q−Ω(n)

1−c = q−Ω(n) over
the choice of the public key h, as required.

Finally, we show Property 5 of De�nition 5.1. Let A be a collision-�nding algorithm for NTRUPSF
with run-time T = Poly(n) (resp. T = 2o(n)), and success probability δ = 1/Poly(n) (resp. δ =
2−o(n)) over the choice of the public key h and the randomness of A. By Theorem 4.2, the success
probability of A over the choice of h←↩ U(R×q ) and the randomness of A is at least δ′ = (1− c)δ −
23nq−⌊εn/2⌋. Note that we have δ′ = 1/Poly(n) (resp. δ′ = 2−o(n)). We construct an algorithm A′
for Ideal-SISq,2,β with β = 2

√
2ns that works as follows on input (a1, a2) ←↩ U(R2

q). If (a1, a2) /∈
(R×q )

2, it aborts. Else, A′ runs A on input h = a−12 a1. If A succeeds, it outputs (z1, z2) ̸= (z′1, z
′
2)

with ∥(z1, z2)∥, ∥(z′1, z′2)∥ ≤
√
2ns such that a1(z1 − z′1) + a2(z

′
2 − z2) = 0, and then A′ returns

w = (z1 − z′1, z′2 − z2). Note that 0 < ∥w∥ ≤ 2
√
2ns, as required. Conditioned on (a1, a2) ∈ (R×q )

2,
the distribution of h given to A is U(R×q ) and thus A succeeds with probability ≥ δ′. Since (a1, a2) ∈
(R×q )

2 with probability ≥ 1− 2n/q = Ω(1), it follows that A′ succeeds probability ≥ (1− 2n/q)δ′ =

1/Poly(n) (resp. 2−o(n)). Applying Theorem 2.1 using the choice of q = Ω(βn log0.5+ε
′
n), we obtain

a Poly(n) (resp. 2o(n)) time algorithm for γ-Ideal-SVP with the claimed γ. ⊓⊔

The revised NTRUSign scheme. Given the NTRUPSF construction above, the revised NTRUSign

follows the GPV `Probabilistic Full Domain Hash' construction and is shown in Fig. 5. Besides the
NTRUPSF parameters, it has an additional parameter k that indicates the randomizer length. Note
that the GPV signature obtained directly from NTRUPSF has signatures on a message M consisting
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of two `short' ring elements (σ1, σ2) and a randomizer r ∈ {0, 1}k satisfying hσ1 − σ2 = H(r,M),
where H is the random oracle. To reduce signature length, our NTRUSign variant eliminates σ2 from
the signature, since it can be easily recovered during veri�cation from the remaining information.

� Key Generation � KeyGen(1n, q, σ, k): Run TrapGen(1n, q, σ) of NTRUPSF(n, q, σ, s) to get key h ∈ R×
q and

trapdoor sk for function fh : Dn → Rn, where Dn = {(z1, z2) ∈ R2 : ∥(z1, z2) ≤
√
2ns}, Rn = Rq

and fh(z1, z2) = hz1 − z2. Return the signer's public key h and secret key sk.

� Signing Algorithm � Sign(sk,M): Choose r ←↩ U({0, 1}k), let (σ1, σ2) := SamplePre(sk,H(r,M)). Return
(r, σ1).

� Veri�cation Algorithm � Ver(h,M, (r, σ1)): Compute t = H(r,M) and σ2 = hσ1 − t. Accept if (σ1, σ2) ∈ Dn

and r ∈ {0, 1}k, else reject.

Fig. 5. Construction of NTRUSign(n, q, σ, s, k) from the NTRUPSF primitive in Fig. 4.

Since σ2 is easily computed from σ1 and the public information, the security of NTRUSign is
equivalent to that of the GPV signature obtained from NTRUPSF, which in turn has been shown in [10,
Prop. 6.2] to follow from the security of the underlying NTRUPSF. Combining with Theorem 5.2, we
obtain our second main result.

Corollary 5.1. Let ε, ε′, n, q, σ, s satisfy the conditions in Theorem 5.2, and let k = ω(log n) (resp.
Ω(n)). Then, assuming the random oracle model for H, the signature scheme NTRUSign(n, q, σ, s, k)
from Fig. 5 is strongly existentially unforgeable against a chosen message attack with Poly(n)
(resp. 2o(n)) run-time and 1/Poly(n) (resp. 2−o(n)) success probability, assuming the hardness of
γ-Ideal-SVP against Poly(n) (resp. 2o(n)) time algorithms, with γ = O(n log1+ε

′
n · s) (resp. γ =

O(n2
√
log n · s)).

Note that if H runs in quasi-linear time, then so does the veri�cation algorithm. Also, if pre-
computations are performed, then so does the signing algorithm (see [40]). The amortized cost per
signed bit is in both cases Õ(1). Finally, we remark that the smallest q that can be chosen in
Theorem 5.2 and Corollary 5.1 is Ω̃(n9) (resp. Ω̃(n10)) for polynomially (resp. subexponentially)
bounded attacks, and the smallest γ that can be obtained is Õ(n8.5) (resp. Õ(n10.5)).

6 Open Problems

Our study is restricted to the sequence of rings Z[x]/Φn with Φn = xn + 1 with n a power of 2.
An obvious drawback is that this does not allow for much �exibility on the choice of n (in the case
of NTRU, the degree was assumed prime, which provides more freedom). The Ideal-SIS problem is
known to be hard as soon as Φn is irreducible over the rationals, has small height and contains few
coe�cients (see [24]). The R-LWE problem is known to be hard when Φn is a cyclotomic polynomial
(see [27]). We chose to restrict ourselves to cyclotomic polynomials of order a power of 2 for the
sake of simplicity: it makes the error generation of R-LWE more e�cient, and the description of
the schemes simpler to follow. Our results are likely to hold for more general cyclotomic rings than
those we considered. An interesting choice could be the cyclotomic polynomials of prime order (i.e.,
Φn = (xn − 1)/(x − 1) with n prime) as the corresponding rings are large subrings of the NTRU
rings (and one might then be able to show that the hardness carries over to the NTRU rings).
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The modi�ed NTRUSign can be shown hard to break for classical computers, in the random oracle
model (assuming the worst-case hardness of standard lattice problems for ideal lattices). Because
of the use of the random oracle, it is unclear whether this proof remains meaningful in the case of
quantum attackers. As pointed out in [6], one should be extremely cautious with the random oracle
in a quantum setup. Similarly, since the security of NAEP (the CCA-secure variant of NTRUEncrypt)
relies on the random oracle (see [20]) and since the reduction from standard problems over ideal
lattices to R-LWE is quantum, the security of NAEP remains open (both quantumly and classically).

Finally, the selection of concrete parameters based on practical security estimates for the worst-
case SVP in ideal lattices or the average-case hardness of R-LWE/Ideal-SIS is left as a future work.
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